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… toward fields

where do “inputs” come from…? 

from sensory systems

from other neurons 

=> activation variables gain their meaning from 
the connections from the sensory surfaces or to 
the motor surfaces 

 Neural Dynamics 11

is uniquely represented by a particular rate of neural firing. In general, however, the map is 
invertible, so that a many-to-one mapping may result. This is the case, for instance, when dif-
ferent patterns of input are mapped onto the same “response.” Still, information-theoretical 
terms are sometimes used to characterize such networks by saying that the output neurons 
“encode” particular patterns of input, perhaps with a certain degree of invariance, so that a 
set of changes in the input pattern do not affect the output. A whole field of connectionism or 
neural network theory is devoted to finding ways of how to learn these forward mappings from 
examples. An important part of that theory is the proof that certain classes of learning meth-
ods make such networks universal approximators; that is, they are capable of instantiating any 
reasonably behaved mapping from one space to another (Haykin, 2008). In this characterization 
of a feed-forward neural network, time does not matter. Any time course of the input pattern 
will be reflected in a corresponding time course in the output pattern. The output depends only 
on the current input, not on past inputs or on past levels of the output or the hidden neurons.

A recurrent network such as the one illustrated in Figure 1.3 cannot be characterized by 
such an input–output mapping. In a recurrent network, loops of connectivity can be found so 
that one particular neuron (e.g., u4 in the figure) may provide input to other neurons (e.g., u6), 
but also conversely receive input from those other neurons either directly (u6) or through some 
other intermediate steps (e.g., through u6 and u5 or through the chain from u6 to u5 to u2 to u4).  
The output cannot be computed from the input value because it depends on itself! Recurrence 
of this kind is common in the central nervous system, as shown empirically through methods 
of quantitative neuroanatomy (Braitenberg and Schüz, 1991).

To make sense of recurrent neural networks, the notion of time is needed, at least in some 
rudimentary form. For instance, neural processing in such a network may be thought of as 
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FIGURE 1.2: In this sketch of a feed-forward neural network, activation variables, u1 to u6 , are symbolized by the 
circles. Inputs from the sensory surface, s1 to s3 , are represented by arrows. Arrows also represent connections where 
the output of one activation variable is input to another. Connections are ordered such that there are no closed loops 
in the network.
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FIGURE 1.3: Same sketch as in Figure 1.2, but now with additional connections that create loops of connectivity, 
making this a recurrent neural network.
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… toward fields

there is no behavioral evidence for discrete 
sampling…

=> abstract from discrete sampling… 

 Neural Dynamics 11
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… toward fields

define field is over the continuous stimulus 
dimension

… as dictated by input/output connectivity… 
activation
field

input from the
sensory surface

dimension

dimension



activation fields

define activation fields over continuous spaces

homologous to sensory surfaces, e.g., visual or auditory space 
(retinal, allocentric, ...)

homologous to motor surfaces, e.g., saccadic end-points or 
direction of movement of the end-effector in outer space

feature spaces, e.g., localized visual orientations, color, 
impedance, ...

abstract spaces, e.g., ordinal space, along which serial order is 
represented 

e.g., space, movement 
parameters, feature 
dimensions, viewing 

parameters, ...

dimension

activation
field

metric contents

information, probability, certainty



Example motion perception: 
space of possible percepts 
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Activation patterns representing 
different percepts
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Example: movement planning: 
space of possible actions

movement
direction

movement
amplitude

activation

movem
ent

direct
ion

movement
amplitude

0



Activation patterns representing 
states of motor decision making
bi-modal distribution of activation over movement 
direction in pre-motor cortex before a selection 
decision is made 

mono-modal distribution once the decision is made

Neuron
806

Figure 6. Population Activity in PMd and M1

Population activity in one-target (A) and two-target (B) tasks represented as color contour plots for cells in rostral PMd, caudal PMd, and M1.
In each row, panels are aligned on spatial cue onset (S), color-cue onset (C), and GO signal onset (G). In each panel, each horizontal row
represents the average activity of cells whose PD lies at a given angle from the direction of the selected target (filled circle on left). Color
indicates change in firing rate relative to the background rate of each cell sample during the 500 ms prior to spatial cue onset (scale on left).
(C) Contour plots of PMd activity recorded in the 90° variant of the two-target task. (Left) SC activity in the one-target task. (Middle) SC
activity when a second spatial cue appeared 90° CCW from a cue in each cell’s PD. (Right) SC activity when a second spatial cue appeared
90° CW from the PD.

period (Figure 7B), possibly in anticipation of the arrival the target by the prior color cue, and not the other spa-
tial cue during most of the SC epoch. Only 3 (7%) PRof the salient SC cues (Crammond and Kalaska, 1996;

Vaadia et al., 1988). cells were bimodally tuned in both two-target and MS
tasks. The spatial cues did not evoke a directional re-When the two spatial cues appeared in the SC epoch

of the MS task, the activity of 70/87 cells (80%) was sponse in SR and BU cells in the two-target task, but
evoked a unimodal response in 28/33 (85%) of them inunimodally tuned when averaged over the SC epoch, 5

(6%) were bimodally tuned, and 12 (14%) were un- the MS task. The unimodal response in the SC epoch
of the MS task was stronger than the bimodal SC re-tuned. Strikingly, 40/45 PR cells (89%), which were bi-

modally tuned during the SC epoch of the two-target task sponse in the two-target task, suggesting that cell ac-
tivity reflected the quality of the directional information(Figure 3B), were unimodally tuned in response to the

same cues in the MS task (Figure 7A). They signaled provided by the cues, not their physical properties.
Nevertheless, a minority of cells showed a main effectthe location of the spatial cue that was designated as

[Cisek, Kalaska: Neuron 2005]



Summary: activation fields

e.g., space, movement 
parameters, feature 
dimensions, viewing 

parameters, ...

dimension

activation
field

metric contents

information, probability, certainty
dimension

activation
field

specified value

dimension

activation
field

no value specified



On the link between DFT and 
neurophysiology 

What do neurons represent?

notion of a tuning curve that links 
something outside the nervous system 
to the state of a neuron (e.g. through 
firing rate) 

based on the forward picture in which 

the connectivity from the sensory 
surface 

or the connectivity from the neuron 
to the motor surface 

determine the activity of the neuron 

62 Fou n dat ions  of Dy na m ic  Fi e l d T h eory

interactions effects. In Chapter  2, we described 
how such interactions bring about the activation 
dynamics in DFs that form peaks and create deci-
sions. Here we will show that lateral interactions 
in DFs are consistent with empirical data and can 
account for the observed activation patterns in 
the visual cortex. In this context, we will present 
an extension of the basic DF model, the two-layer 
field. The two-layer field ref lects more closely the 
biological connectivity within neural populations 
and is particularly aimed at capturing the tempo-
ral details of population dynamics. With this tool, 
we can also demonstrate how to fit activation pat-
terns for the preparation of reach movements in the 
motor cortex with a DF model.

The analysis method of DPA plays a key role in 
all of this by bringing empirically measured popu-
lation responses into the same format used in DF 
models. This makes it possible to directly compare 
activation patterns in DF models with neural data. 
In particular, this method allows us to make test-
able predictions from DF models about activation 
patterns in biological neural populations. The DPA 
method thereby provides the neural grounding for 
the dynamic field theory (DFT), establishing a 
direct link between the level of neural activity and 
DF models of behavior and cognition.

L I N K I NG  N E U R A L  AC T I VAT ION 
T O   P E RC E P T ION,  C O G N I T ION, 
A N D  BE H AV IOR
This section concerns the link between neuro-
physiology and things that actually matter to liv-
ing, behaving biological agents like you and me. Is 
this apple green or red? Where do I  have to move 
my hand to grab it? Some aspect of neural activation 
must ref lect the state of affairs on this macroscopic 
level—the level of perceptual decisions, cogni-
tive states, and overt behavior. As presented in the 
introduction, we believe that this role is played by 
patterns of activation in neural populations. To sub-
stantiate this claim, we need to take a brief detour to 
the realm of single neurons, and then work our way 
up to population-based representations.

To determine the link between the activity of 
a single neuron and external conditions, neuro-
physiologists record the spiking of the neuron via 
a microelectrode placed near (or within) the cell 
while varying sensory or motor conditions in a 
systematic fashion. This could mean, for instance, 
varying the color or position of a visual stimulus or, 
in the motor case, varying the direction of a limb 

movement that an animal has to perform. Not all 
neurons are sensitive to all parameters, so the first 
step is to determine which parameters cause the 
neuron to change its activity level. When we find a 
parameter that reliably affects the spike rate of the 
recorded neuron, we can proceed to assessing the 
exact nature of the relationship. In order to do this, 
the parameter value is varied along the underlying 
dimension and the spike rate for each sample value 
is recorded. The results of this procedure can be 
visualized by plotting spike rate against the param-
eter dimension. An idealized function may be fitted 
to the data points, interpolating spike rate between 
sample values. The resulting curve is called the tun-
ing curve of the neuron.

This technique has revealed that, throughout 
the brain, many neurons share a roughly similar 
type of mapping between parameter dimension and 
spike rate, which is characterized by Gaussian-like 
tuning curves (Figure 3.1). That is, they fire most 
vigorously for a specific “preferred” parameter 
value, while spike rate declines with rising distance 
from that value, reaching the neuron’s activity base-
line for very distant values.

A classic example for these characteristics 
can be found in the visual cortex, where many 
cells respond strongly to bars of light of a par-
ticular orientation and reduce their firing as the 
angle of orientation deviates from that preferred 
value (Hubel & Wiesel, 1959, 1968). Visual cells 
show tuning along other feature dimensions as 
well, such as color (Conway & Tsao, 2009), shape 
(Pasupathy & Connor, 2001)  or the direction of 
motion (Britten & Newsome, 1998). Neurons in 
nonvisual areas exhibit similar properties, such 
as cells in auditory cortex that are tuned to pitch 
(Bendor & Wang, 2005), or cells in somatosensory 
cortex that are tuned to the orientation of tactile 
objects (Fitzgerald, 2006).The most common 
scheme, however, is tuning to locations in physical 
space. In sensory areas, most cells are tuned to the 

Feature dimension
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FIGURE  3.1: Schematic illustration of an idealized 
tuning curve.
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Example tuning curve in primary 
visual cortex (monkey)

[Hubel, Wiesel, 1962]



Example: tuning curve in primary 
motor cortex (monkey) 

[Georgopoulos, Schwartz, Kalaska, 1986]



What do ensembles of 
neurons represent?

the pattern of neural 
activity across multiple 
neurons represents a 
feature value much more 
precisely than individual 
neurons do 

64 Fou n dat ions  of Dy na m ic  Fi e l d T h eory

each input value. In contrast to the individual neu-
rons’ activation, the distribution is unique for each 
of the three values, thus specifying the respective 
value unambiguously. So by using the aggregated 
activation of many neurons it is possible to over-
come the problem of ambiguity. In our example, 
the actual hue can be derived from the activity of 
multiple differently tuned neurons—just as a target 
location on a street map can be inferred from its dis-
tance to multiple other locations.

Conveniently, the solution to the noise problem 
comes easily with this scheme, because the random 
variability of individual neurons tends to be aver-
aged out when activation is integrated across many 
neurons. Thus, population coding solves both prob-
lems at once. However, to see if the principle actu-
ally applies in the nervous system, we need to assess 
whether population activation is really linked to 
behavior as closely as we claim (where behavior may 
also indicate the outcome of perceptual decisions 
or other cognitive processes). The crucial ques-
tions are: Does population activation really predict 

behavior more reliably than single neurons? Do all 
active neurons impact behavior? A large body of evi-
dence suggests that the answer to both questions is 
yes (e.g., Cohen & Newsome, 2009; Georgopoulos, 
Kettner, & Schwartz, 1988; Groh, Born, & Newsome, 
1997; Lee et al., 1988; Nichols & Newsome, 2002). 
We will consider two exemplary experiments.

Lee and colleagues (1988) demonstrated 
population coding in the superior colliculus, a 
subcortical structure that plays a decisive role in 
the preparation and initiation of saccades (rapid 
gaze shifts that serve to bring a location from the 
retinal periphery to the fovea). The superior col-
liculus is organized topographically; that is, visual 
space is mapped orderly onto its surface. Tuning 
to the angular direction of saccades varies along 
its lateral–medial axis, and with respect to sac-
cade amplitude, in an anterior–caudal direction. 
Unfolding and f lattening the superior colliculus 
thus yields a roughly rectangular map of saccadic 
motor space, with amplitude on one axis and direc-
tion on the other (Figure 3.3).
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FIGURE  3.2: Neural representations of metric values. (a) Tuning curves of three hypothetical neurons A, B, and 
C. Values 1, 2, and 3 are different values of a sensory or motor parameter that the neurons respond to, according to the 
tuning curves. (b) Responses to the different values, ordered by neurons. On the single-neuron level, different param-
eter values can evoke identical responses (e.g., value 2 and 3 in neuron B). (c) Same schema as in b, but ordered by input 
values, thus showing activation distributions in the population evoked by each of the three values. The distributions are 
unique for each value.
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Do all activated neurons contribute? 

superior colliculus: 
topographic map of 
saccadic endpoint

deactivate portions of 
the population: observe 
predicted deviations of 
saccadic endpoint

 Dynamic Field Theory and Its Links to Neurophyisology 65

Following the typical scheme, the tuning of 
neurons in the superior colliculus is broad, so that 
a large number of neurons fire for each saccade. 
Given the topographical layout we can expect that 
when the metrics of a saccade are specified, the 
active neurons are clustered together in one spatial 
region of the superior colliculus. This was exactly 
what Lee and colleagues found when recording the 
activity of cells in the superior colliculi of monkeys. 
Prior to each saccade a circular blob of activation 
forms in the topographical map. Neurons located 
in the region of the map that corresponds to the 
saccade target are most strongly activated, while 
the level of activation decreases toward the blob’s 
periphery. The red circle in Figure  3.3a outlines 
the approximate extent of an activation blob that 
results in the saccade illustrated by vector A (black 
arrow on the right). B and C mark the centers of 

activation blobs that result in the saccade vectors 
labeled accordingly.

It seems intuitively clear that these local-
ized peaks indicate the metrics of saccades, but to 
test the population coding hypothesis we need to 
determine whether the actual saccade target really 
depends on all active neurons, including the weakly 
activated ones at the periphery of the blob. To 
examine this, Lee and colleagues induced saccades 
by presenting visual targets to their monkeys while 
inactivating either peripheral or central portions 
of the activation blob with a local anesthetic. They 
then assessed how this deactivation impacted the 
resulting saccades.

Figure 3.3b shows the result of deactivating the 
center of the blob (blue dot), that is, the most active 
neurons. The resulting saccade (red arrow) is iden-
tical to the one without deactivation. Apparently, 
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FIGURE 3.3: Results of experiments of Lee et al. (1988). Each subfigure shows a f lattened version of the topographical 
motor map of the left superior colliculus. Red letters mark the centers of activation blobs observed for different saccades, 
which are depicted by the correspondingly labeled vectors on the right. Red circles mark the approximate extent of acti-
vation blobs centered on the middle of the circle. Blue dots mark regions that were deactivated in the experiments. (a) 
Activation centers observed for the saccades on the right, without deactivation. (b) A visually evoked saccade to the tar-
get described by vector A is not altered by deactivating the blob center. The weighted average of B and C provides a suf-
ficient estimate of A. (c) A visually evoked saccade to the target described by vector B is altered when the peripheral blob 
region that corresponds to A is deactivated. The resulting saccade is now guided by a weighted spatial average of B and 
D. Adapted by permission from Macmillan Publishers Ltd: Nature, Lee, C., Rohrer, W. H., & Sparks, D. L., Population 
coding of saccadic eye movements by neurons in the superior colliculus, 332(6162), 357–360, copyright 1988.
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in Chapter 3 of the book]



Population code 

similar work in MT

Purushothaman, G., & Bradley, Da. C. (2005). Neural population 
code for fine perceptual decisions in area MT. Nature 
Neuroscience, 8(1), 99–106.

consensus, that localized populations of neurons 
best correlated with behavior

there are subtle issues of noise and correlation in populations

e.g., Cohen, Newsome J Neurosci 2009: about 1000 neurons 
needed to match behavioral performance 

review: Shamir, M. (2014). Emerging principles of population coding: 
In search for the neural code. Current Opinion in Neurobiology, 25, 
140–148.



Example 1: primary visual cortext A17 in the cat, 
population representation of retinal location 

Jancke, Erlhagen, Dinse, Akhavan, Giese, Steinhage, Schöner JNsci 19:9016 (99)

Neurophysiological grounding of DFT



determine RF profile for each cell

it’s center determines what that 
neuron codes for

compute a distribution of 
population activation by 
superposing RF profiles weighted 
with current neural firing rate

the potentially high-dimensional space of visual stimulus at-
tributes. The second step consisted of projecting the neural re-
sponses to “composite” stimuli assembled from two squares of
light at varied separations (Fig. 1B) onto this subspace by ana-
lyzing DPAs weighted with the responses to composite stimuli.
Distance-dependent deviations of the DPAs from the superposi-
tion of the corresponding elementary components reveal insight
into interaction processes within the representation of retinal
location at the population level. Such interaction may arise from
recurrent connectivity within the cortical area as well as from
recurrence within the network providing the sensory input. A
neural field model explicates how such mechanisms contribute to
the evolution of cortical activation within ensembles of neurons.

MATERIALS AND METHODS
Experimental setup
Animals and preparation. Electrophysiological recordings from a total of
178 cells were made extracellularly in the foveal representation of area 17
in 20 adult cats of both sexes. Animals were initially anesthetized with
Ketanest (15 mg/kg body weight, i.m.; Parke-Davis, Courbevoie, France)
and Rompun (1 mg/kg, i.m.; Bayer, Wuppertal, Germany). Additionally,
atropin (0.1 mg/kg, s.c.; Braun) was given. After intubation with an
endotracheal tube, animals were fixated in a stereotactic frame. During
surgery and recording, anesthesia was maintained by artificial respiration
with a mixture of 75% N2O and 25% O2 and by application of sodium
pentobarbital (Nembutal, 3 mg ! kg !1 ! hr !1, i.v.; Ceva). Treatment of all
animals was within the regulations of the National Institution of Health
Guide and Care for Use of Laboratory Animals (1987). Animals were
paralyzed by continuous infusions of gallamine triethiodide (2 mg/kg, i.v.
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Figure 1. A, Schematic illustration of the elementary stimuli (squares of light, 0.4 " 0.4°) presented at seven horizontally shifted positions within the
foveal representation of the visual field. B, Composite stimuli were assembled from combinations of the elementary stimuli and were presented at six
different separation distances of 0.4–2.4°. The left stimulus component was kept at a fixed nasal position. C, I llustration of the noncentered field
approach. Stimuli, indicated by the small gray square, were presented independent of the locations of the RFs of the measured neurons (schematically
illustrated by gray ellipses). The frame with the cross-hair illustrates the analyzed portion of the visual space (2.8 " 2.0). D–F, I llustration of the Gaussian
interpolation method to construct the DPA. D1, The grid of stimuli used (36 circles, each 0.64° in diameter) to measure the RF profile of each neuron
was centered on the hand-plotted RF (response plane technique). D2 , The RF profile constructed from responses to this stimulus grid was smoothed (D3 )
with a Gaussian filter (width, 0.64°). The RF center was determined as the location of the centroid of this smoothed RF profile. D4 , The contribution
of each cell to the population representations was always centered on this location and was weighted with the current firing rate of the neuron, illustrated
as vertical bars of varying length. This weighting factor was normalized to the maximal firing rate of each neuron. E, The DPA was obtained by Gaussian
interpolation (width, 0.6°) of the weighted firing rates and by a subsequent convolution with an unweighted Gaussian (width, 0.64°). F, View of the
distribution of population activation using gray levels to indicate activation. The location of the stimulus is indicated by the small square outlined in black
together with the stimulus frame. In a second approach, one-dimensional DPAs were derived by means of an OLE; see Materials and Methods and
Figure 2C.

Jancke et al. • Population Dynamics within Parametric Space J. Neurosci., October 15, 1999, 19(20):9016–9028 9017



The current response refers to a 
stimulus experienced by all 
neurons

Reference condition: localized 
points of light

the potentially high-dimensional space of visual stimulus at-
tributes. The second step consisted of projecting the neural re-
sponses to “composite” stimuli assembled from two squares of
light at varied separations (Fig. 1B) onto this subspace by ana-
lyzing DPAs weighted with the responses to composite stimuli.
Distance-dependent deviations of the DPAs from the superposi-
tion of the corresponding elementary components reveal insight
into interaction processes within the representation of retinal
location at the population level. Such interaction may arise from
recurrent connectivity within the cortical area as well as from
recurrence within the network providing the sensory input. A
neural field model explicates how such mechanisms contribute to
the evolution of cortical activation within ensembles of neurons.

MATERIALS AND METHODS
Experimental setup
Animals and preparation. Electrophysiological recordings from a total of
178 cells were made extracellularly in the foveal representation of area 17
in 20 adult cats of both sexes. Animals were initially anesthetized with
Ketanest (15 mg/kg body weight, i.m.; Parke-Davis, Courbevoie, France)
and Rompun (1 mg/kg, i.m.; Bayer, Wuppertal, Germany). Additionally,
atropin (0.1 mg/kg, s.c.; Braun) was given. After intubation with an
endotracheal tube, animals were fixated in a stereotactic frame. During
surgery and recording, anesthesia was maintained by artificial respiration
with a mixture of 75% N2O and 25% O2 and by application of sodium
pentobarbital (Nembutal, 3 mg ! kg !1 ! hr !1, i.v.; Ceva). Treatment of all
animals was within the regulations of the National Institution of Health
Guide and Care for Use of Laboratory Animals (1987). Animals were
paralyzed by continuous infusions of gallamine triethiodide (2 mg/kg, i.v.
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Figure 1. A, Schematic illustration of the elementary stimuli (squares of light, 0.4 " 0.4°) presented at seven horizontally shifted positions within the
foveal representation of the visual field. B, Composite stimuli were assembled from combinations of the elementary stimuli and were presented at six
different separation distances of 0.4–2.4°. The left stimulus component was kept at a fixed nasal position. C, I llustration of the noncentered field
approach. Stimuli, indicated by the small gray square, were presented independent of the locations of the RFs of the measured neurons (schematically
illustrated by gray ellipses). The frame with the cross-hair illustrates the analyzed portion of the visual space (2.8 " 2.0). D–F, I llustration of the Gaussian
interpolation method to construct the DPA. D1, The grid of stimuli used (36 circles, each 0.64° in diameter) to measure the RF profile of each neuron
was centered on the hand-plotted RF (response plane technique). D2 , The RF profile constructed from responses to this stimulus grid was smoothed (D3 )
with a Gaussian filter (width, 0.64°). The RF center was determined as the location of the centroid of this smoothed RF profile. D4 , The contribution
of each cell to the population representations was always centered on this location and was weighted with the current firing rate of the neuron, illustrated
as vertical bars of varying length. This weighting factor was normalized to the maximal firing rate of each neuron. E, The DPA was obtained by Gaussian
interpolation (width, 0.6°) of the weighted firing rates and by a subsequent convolution with an unweighted Gaussian (width, 0.64°). F, View of the
distribution of population activation using gray levels to indicate activation. The location of the stimulus is indicated by the small square outlined in black
together with the stimulus frame. In a second approach, one-dimensional DPAs were derived by means of an OLE; see Materials and Methods and
Figure 2C.
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the potentially high-dimensional space of visual stimulus at-
tributes. The second step consisted of projecting the neural re-
sponses to “composite” stimuli assembled from two squares of
light at varied separations (Fig. 1B) onto this subspace by ana-
lyzing DPAs weighted with the responses to composite stimuli.
Distance-dependent deviations of the DPAs from the superposi-
tion of the corresponding elementary components reveal insight
into interaction processes within the representation of retinal
location at the population level. Such interaction may arise from
recurrent connectivity within the cortical area as well as from
recurrence within the network providing the sensory input. A
neural field model explicates how such mechanisms contribute to
the evolution of cortical activation within ensembles of neurons.

MATERIALS AND METHODS
Experimental setup
Animals and preparation. Electrophysiological recordings from a total of
178 cells were made extracellularly in the foveal representation of area 17
in 20 adult cats of both sexes. Animals were initially anesthetized with
Ketanest (15 mg/kg body weight, i.m.; Parke-Davis, Courbevoie, France)
and Rompun (1 mg/kg, i.m.; Bayer, Wuppertal, Germany). Additionally,
atropin (0.1 mg/kg, s.c.; Braun) was given. After intubation with an
endotracheal tube, animals were fixated in a stereotactic frame. During
surgery and recording, anesthesia was maintained by artificial respiration
with a mixture of 75% N2O and 25% O2 and by application of sodium
pentobarbital (Nembutal, 3 mg ! kg !1 ! hr !1, i.v.; Ceva). Treatment of all
animals was within the regulations of the National Institution of Health
Guide and Care for Use of Laboratory Animals (1987). Animals were
paralyzed by continuous infusions of gallamine triethiodide (2 mg/kg, i.v.

F

E3.84˚

response plane

1

3

RF-center

2.8˚

CA B

D

2.8˚

elementary stimuli composite stimuli

nasal temporal

[deg]2

4

Figure 1. A, Schematic illustration of the elementary stimuli (squares of light, 0.4 " 0.4°) presented at seven horizontally shifted positions within the
foveal representation of the visual field. B, Composite stimuli were assembled from combinations of the elementary stimuli and were presented at six
different separation distances of 0.4–2.4°. The left stimulus component was kept at a fixed nasal position. C, I llustration of the noncentered field
approach. Stimuli, indicated by the small gray square, were presented independent of the locations of the RFs of the measured neurons (schematically
illustrated by gray ellipses). The frame with the cross-hair illustrates the analyzed portion of the visual space (2.8 " 2.0). D–F, I llustration of the Gaussian
interpolation method to construct the DPA. D1, The grid of stimuli used (36 circles, each 0.64° in diameter) to measure the RF profile of each neuron
was centered on the hand-plotted RF (response plane technique). D2 , The RF profile constructed from responses to this stimulus grid was smoothed (D3 )
with a Gaussian filter (width, 0.64°). The RF center was determined as the location of the centroid of this smoothed RF profile. D4 , The contribution
of each cell to the population representations was always centered on this location and was weighted with the current firing rate of the neuron, illustrated
as vertical bars of varying length. This weighting factor was normalized to the maximal firing rate of each neuron. E, The DPA was obtained by Gaussian
interpolation (width, 0.6°) of the weighted firing rates and by a subsequent convolution with an unweighted Gaussian (width, 0.64°). F, View of the
distribution of population activation using gray levels to indicate activation. The location of the stimulus is indicated by the small square outlined in black
together with the stimulus frame. In a second approach, one-dimensional DPAs were derived by means of an OLE; see Materials and Methods and
Figure 2C.
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Ketanest (15 mg/kg body weight, i.m.; Parke-Davis, Courbevoie, France)
and Rompun (1 mg/kg, i.m.; Bayer, Wuppertal, Germany). Additionally,
atropin (0.1 mg/kg, s.c.; Braun) was given. After intubation with an
endotracheal tube, animals were fixated in a stereotactic frame. During
surgery and recording, anesthesia was maintained by artificial respiration
with a mixture of 75% N2O and 25% O2 and by application of sodium
pentobarbital (Nembutal, 3 mg ! kg !1 ! hr !1, i.v.; Ceva). Treatment of all
animals was within the regulations of the National Institution of Health
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paralyzed by continuous infusions of gallamine triethiodide (2 mg/kg, i.v.
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foveal representation of the visual field. B, Composite stimuli were assembled from combinations of the elementary stimuli and were presented at six
different separation distances of 0.4–2.4°. The left stimulus component was kept at a fixed nasal position. C, I llustration of the noncentered field
approach. Stimuli, indicated by the small gray square, were presented independent of the locations of the RFs of the measured neurons (schematically
illustrated by gray ellipses). The frame with the cross-hair illustrates the analyzed portion of the visual space (2.8 " 2.0). D–F, I llustration of the Gaussian
interpolation method to construct the DPA. D1, The grid of stimuli used (36 circles, each 0.64° in diameter) to measure the RF profile of each neuron
was centered on the hand-plotted RF (response plane technique). D2 , The RF profile constructed from responses to this stimulus grid was smoothed (D3 )
with a Gaussian filter (width, 0.64°). The RF center was determined as the location of the centroid of this smoothed RF profile. D4 , The contribution
of each cell to the population representations was always centered on this location and was weighted with the current firing rate of the neuron, illustrated
as vertical bars of varying length. This weighting factor was normalized to the maximal firing rate of each neuron. E, The DPA was obtained by Gaussian
interpolation (width, 0.6°) of the weighted firing rates and by a subsequent convolution with an unweighted Gaussian (width, 0.64°). F, View of the
distribution of population activation using gray levels to indicate activation. The location of the stimulus is indicated by the small square outlined in black
together with the stimulus frame. In a second approach, one-dimensional DPAs were derived by means of an OLE; see Materials and Methods and
Figure 2C.
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=> does a decent job estimating retinal position

Ûij
sup!sk , t" ! Ûi !sk , t" " Ûj !sk , t" (7)

of the time-resolved DPAs for two elementary stimuli si and sj with the
time-resolved DPAs of composite stimuli

Ûij
meas!sk , t" ! !

n# 1

N

cn!sk" fn!si , sj , t". (8)

Ûij
meas (sk , t) is the extrapolated DPA that is based on replacing the rate

fn(si) in Equation 2 by the firing rates fn(si , sj , t) that are observed in
response to the corresponding composite stimulus.

RESULTS
Experimental results
Distributions of population activation of elementary stimuli
We constructed DPAs in response to a set of small squares of light
that only differ in their position along a virtual horizontal line and
that we termed elementary stimuli. The DPAs were defined in
visual space and were based on single cell responses from 178
neurons recorded in the foveal representation of cat area 17. To
obtain DPAs, we made use of two different approaches: (1) in a
two-dimensional Gaussian interpolation procedure, the RF cen-

ters were weighted with the normalized firing rate of each neuron
(Fig. 1D–F). Corresponding to the average RF profile of all
neurons recorded (compare Fig. 2A), the width of the Gaussian
was chosen uniformly to 0.6°; and (2) in addition, based on the
assumption that the representation of visual location can be
considered as a function of activation in parameter space, we
minimized the error for reconstructing one-dimensional distribu-
tions using the OLE procedure. This method is optimal in the
sense that it extracts the available information from the firing
rates under the condition of a least square fit.

As a reference, we calculated DPAs in the time interval be-
tween 40 and 65 msec after stimulus onset corresponding to the
peak responses in the PSTHs. Both approaches yielded equiva-
lent results. The DPAs were monomodal and centered onto each
respective visual field position. For each stimulus, Figure 2B
depicts the two-dimensional DPAs of all seven elementary stimuli
constructed by Gaussian interpolation. Figure 2C shows the OLE-
derived one-dimensional DPAs. The spatial arrangement of ac-
tivity within these distributions implies that neurons in primary
visual cortex contribute as an ensemble to the representation of
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Figure 2. A, Average RF, corresponding to the tuning for location, of all 178 recorded neurons. Based on the peak responses in the PSTHs (40– 65 msec
after stimulus onset) each RF profile was smoothed by convolution with a Gaussian in two dimensions (width, 0.64°). RF centers were derived by
calculating the centroid of each profile (compare Fig. 1D3 ). For summation, the smoothed profiles were added with respect to their RF centers. The SD
was 0.6° (calculated for that part of the resulting average RF profile, which exceeded half of the maximal amplitude). This value of average RF width
matches the typical RF sizes found in area 17 of the cat (Orban, 1984). The vertical arrow indicates the spatial extension in terms of visual field
coordinates. B, Population representations of the elementary stimuli computed as two-dimensional DPAs over visual space after Gaussian interpolation
(compare Fig. 1). The construction was based on the activity of 178 neurons. DPAs were computed in the time interval between 40 and 65 msec after
stimulus onset corresponding to the peak responses in the PSTHs. The activation level is shown in a color scale normalized to maximal activation
separately for each stimulus (calibration bar at bottom right). Red indicates high levels of activation. The frame outlined in white depicts the area of the
visual field investigated as described in Figure 1C. In addition, the stimulus is shown as a square outlined in white. Note that for each stimulus the focal
zone of activation is approximately centered on the stimulus location. C, DPAs derived by means of an OLE for all seven elementary stimuli used. DPAs
were assumed as Gaussian profiles centered on each respective stimulus position. As in the interpolation procedure, neural activity was integrated
between 40 and 65 msec after stimulus onset. The width of the estimated Gaussian was chosen 0.6° to match the average RF width (tuning curve) of all
neurons measured (compare Fig. 2A). The maxima of the OLE-derived distributions were aligned accurately on the position of each stimulus.
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conditions

e.g., time resolved 

visual field location, although the RF of each neuron might be
broadly tuned to stimulus location.

For extrapolation, DPAs were obtained by replacing the neural
activity observed in other time intervals or in response to com-
posite stimuli.

Temporal evolution of the DPAs of elementary stimuli
The main emphasis of this study was to explore cortical interac-
tion processes. It appears conceivable that such processes can be
traced during the entire temporal structure of neuron responses
because of differences of time constants of excitatory and inhib-
itory contributions (Bringuier et al., 1999) and because of time-
delayed feedback (Dinse et al., 1990). Accordingly, as an impor-
tant prerequisite, time-resolved DPAs were constructed for a
number of subsequent time intervals after stimulus onset using
the firing rates within each time slice as weights. Figures 3 and 4

illustrate the temporal evolution of the DPAs from 30 to 80 msec
after stimulus onset for two selected elementary stimuli. There is
a remarkable spatial coherence of activity within the ensemble.
The gradual build-up and decay of activation were quite uniform
across the distributions of all elementary stimuli.

On average, the DPAs constructed by Gaussian interpolation
reached maximal level of activation 54 ! 4 msec after stimulus
onset as compared to 53 ! 5 msec for the OLE-derived DPAs
(see Fig. 9B). To quantitatively assess the accuracy with which the
DPAs represent the location of the elementary stimuli position
during the entire time course of responses analyzed (30– 80
msec), we compared the position of the maximum of each DPA to
the respective stimulus position. Figure 5 plots these constructed
positions against the real stimulus positions. Results from both
reconstruction methods revealed that the DPAs represent stimu-
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0.4˚

Figure 3. Two-dimensional DPAs of adjacent elementary stimuli (top and bottom) derived by Gaussian interpolation. The DPAs were obtained for
consecutive intervals of 10 msec duration covering the period from 30 to 80 msec after stimulus onset. Same conventions as in Figure 2 B. Each example
was normalized separately. As for the OLE-derived DPAs (compare Fig. 4), the distributions grow and decay gradually, and their maximum is always
located near the position of the stimulus. Although the two stimuli are at neighboring locations, differences of the spatial representations are apparent
throughout the time course of the response. For all elementary stimuli, the average latency of maximal activation was 54 ! 4 msec.
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Figure 4. The temporal evolution of two OLE-derived DPAs of the same elementary stimuli (A, B, vertical lines indicate position) as shown in Figure
3. The DPAs are depicted in 10 msec time intervals covering the period from 30 to 80 msec. The distributions grow and decay, gradually reaching
maximum activity at 53 ! 5 msec (average of all seven elementary stimuli) after stimulus onset. The position of the maximum of each distribution closely
approximates the stimulus position of the elementary stimulus throughout the time course of the neural population response, yet less accurately in the
late time epoch.
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(30–45 msec) and a late (45–80 msec) epoch. For the early
period, we compared the population representation of composite
stimuli to the superpositions. Because we expect to find excitatory
interaction, this is a conservative comparison, because saturation
effects would tend to limit the responses. The solid line in Figure
10 shows the difference between the activation in response to the
composite stimuli and the activation in the superimposed re-
sponses expressed in percent of the latter. In this early response
epoch, there was more activation in the measured than in the
superimposed responses at all distances except the largest (2.4°).
This excess activation, which reached a maximum of 58% at a
stimulus distance of 1.6°, is evidence of distance-dependent exci-
tatory interaction during the build-up phase of the DPAs of
composite stimuli.

That the activation with composite stimuli exceeded even that
of the superpositions demonstrates that response saturation is not
the cause of the apparent inhibitory interactions observed in the

time-averaged analysis. Accordingly, the time-averaged inhibi-
tory effect (compare Figs. 6, 7) originates from the late response
epoch of 45–80 msec after stimulus onset. For this epoch, the
dashed line in Figure 10 shows the relative difference of responses
to composite as compared to elementary stimuli. At all stimulus
separations, the difference is negative, indicating inhibition below
the activation level for a single stimulus. This inhibition is slightly
stronger for larger stimulus separations, providing further evi-
dence for distance-dependent late inhibitory interaction. More-
over, it confirms that response saturation is not an explanation for
this inhibitory effect.

Spatial interaction: repulsion effect
The neural field model predicts (see next section) that inhibitory
interactions are dominant at larger distances, resulting in a re-
pulsion effect for the apparent position of two stimulus compo-
nents. We tested this prediction using the OLE-derived distribu-

0.4˚

Figure 6. The measured two-dimensional DPAs (top) of composite stimuli (from lef t to right, 0.4–2.4° separation) were compared to the superpositions
of the representations of their component elementary stimuli (bottom). The DPAs were based on spike activity of 178 cells averaged over the time interval
from 30 to 80 msec after stimulus onset. Same conventions as in Figure 2B, the color scale was normalized to peak activation separately for each column.
For small stimulus separation, note the remarkably reduced level of activation for the measured as compared to the superimposed responses. The bimodal
distribution recorded for the largest stimulus separation comes close to match the superposition. However, inhibitory interaction can still be observed.
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Figure 7. The OLE-derived DPAs for the composite stimuli as depicted in Figure 6. Solid lines mark the measured activations, and dashed lines show
the calculated superpositions (vertical lines mark stimulus positions). Peak activation was uniformly normalized. As demonstrated for the interpolated
two-dimensional DPAs, the level of measured activation was systematically reduced for smaller stimulus separations but approached linear superposition
for larger separations. The transition from monomodal to bimodal distributions was found between 1.2 and 1.6° separation. A slight asymmetry of the
amplitudes between the representations of the left and the right stimulus component was found for the measured as compared to the superimposed
distributions for stimulus separations of 1.2 and 1.6°.
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sigmoidal signal F(u). This factor prevents the asymptotic tran-
sient response to fall below resting level because only those sites
in the field that are sufficiently activated are susceptible to inhib-
itory interaction.

The parameter !, Equation 9, determines the overall time scale
of build-up and decay of the field activity and can be adjusted to
reproduce qualitatively the measured time course of population
activity changes. In the numerical studies, we have used the value
! ! 15. A fixed criterion (5% above resting level) was used to
define the response onset in the experiments. For the simulations,
the afferent transient stimulus S(x,t) at position x, applied for a
duration "t ! 25 msec, is a Gaussian profile characterized by its
strength, As, and width parameter, 2". The choice of " fixes the
spatial units relative to the experimental space scale. All range
parameters used in the model simulations were chosen as multi-
ples of " ! 5, which represents 0.2° in visual space.

If this transient external input creates enough excitation within
the field, the excitatory response develops a single spatial maxi-
mum located at the center, x, of the stimulated segment. This is
followed by a process of relaxation to the resting state driven by
increasing inhibition in the field. The activation level of this

resting state is a homogenous and stable solution of the model
dynamics, fixed by the parameter h # 0 (h ! $ 3 for the simula-
tions shown here).

Simulation results
Figure 9 compares the temporal evolution of population activa-
tion in the experiment (B) and in the model (C). Composite
stimuli with six spatial separations were used. The same normal-
ization procedures for the simulated data were applied as for the
experimental data. To further facilitate the comparison of theory
and experiment, a time interval of 25 msec before stimulus onset
was added, so that the field dynamics has relaxed to its resting
state. This time window accounts for the temporal delay between
the stimulus presentation and the cortical response in the
experiment.

Distance-dependent early excitation and late inhibition are
observed by comparing the temporal evolution of the field in
response to the single input at the nasal location. Note that in the
experiment, the limit case of two independent peaks not inter-
acting at all is not reached even at the largest probed distances
between the component stimuli. At that largest separation, an

A C

[ms][ms]

B

Figure 9. Time-resolved analysis of interaction effects based on integrals of DPAs in a 0.8° wide band around the location of the nasally positioned
elementary stimulus (A, vertical arrow). The different composite stimuli are shown in column A. Column B contrasts the OLE-derived DPAs to composite
stimuli (solid line) with the responses to the single nasally positioned elementary stimulus (dashed line). At small distances, the activation to composite
stimuli had a significantly smaller latency accompanied by an earlier onset of the decay of the population activity as compared to the elementary stimuli.
The late part of the responses to the composite stimuli was characterized by an overall inhibition. The arrow marks that peak activation in response to
the composite stimulus of largest separation is still below activity measured in the single stimulus condition. Column C displays results of simulations
of the dynamic neural field model scaled to match the experimental stimulus conditions. Parameter values used for this simulation are: Au ! 5.2, Av !
4, "u ! 15, "v ! 25, As ! 4, Bs ! 10, b ! 1, h ! $ 3, ! ! 15. The arrow marks that inhibition can still be seen at the largest probed distances between
the component stimuli.
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sigmoidal signal F(u). This factor prevents the asymptotic tran-
sient response to fall below resting level because only those sites
in the field that are sufficiently activated are susceptible to inhib-
itory interaction.

The parameter !, Equation 9, determines the overall time scale
of build-up and decay of the field activity and can be adjusted to
reproduce qualitatively the measured time course of population
activity changes. In the numerical studies, we have used the value
! ! 15. A fixed criterion (5% above resting level) was used to
define the response onset in the experiments. For the simulations,
the afferent transient stimulus S(x,t) at position x, applied for a
duration "t ! 25 msec, is a Gaussian profile characterized by its
strength, As, and width parameter, 2". The choice of " fixes the
spatial units relative to the experimental space scale. All range
parameters used in the model simulations were chosen as multi-
ples of " ! 5, which represents 0.2° in visual space.

If this transient external input creates enough excitation within
the field, the excitatory response develops a single spatial maxi-
mum located at the center, x, of the stimulated segment. This is
followed by a process of relaxation to the resting state driven by
increasing inhibition in the field. The activation level of this

resting state is a homogenous and stable solution of the model
dynamics, fixed by the parameter h # 0 (h ! $ 3 for the simula-
tions shown here).

Simulation results
Figure 9 compares the temporal evolution of population activa-
tion in the experiment (B) and in the model (C). Composite
stimuli with six spatial separations were used. The same normal-
ization procedures for the simulated data were applied as for the
experimental data. To further facilitate the comparison of theory
and experiment, a time interval of 25 msec before stimulus onset
was added, so that the field dynamics has relaxed to its resting
state. This time window accounts for the temporal delay between
the stimulus presentation and the cortical response in the
experiment.

Distance-dependent early excitation and late inhibition are
observed by comparing the temporal evolution of the field in
response to the single input at the nasal location. Note that in the
experiment, the limit case of two independent peaks not inter-
acting at all is not reached even at the largest probed distances
between the component stimuli. At that largest separation, an
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Figure 9. Time-resolved analysis of interaction effects based on integrals of DPAs in a 0.8° wide band around the location of the nasally positioned
elementary stimulus (A, vertical arrow). The different composite stimuli are shown in column A. Column B contrasts the OLE-derived DPAs to composite
stimuli (solid line) with the responses to the single nasally positioned elementary stimulus (dashed line). At small distances, the activation to composite
stimuli had a significantly smaller latency accompanied by an earlier onset of the decay of the population activity as compared to the elementary stimuli.
The late part of the responses to the composite stimuli was characterized by an overall inhibition. The arrow marks that peak activation in response to
the composite stimulus of largest separation is still below activity measured in the single stimulus condition. Column C displays results of simulations
of the dynamic neural field model scaled to match the experimental stimulus conditions. Parameter values used for this simulation are: Au ! 5.2, Av !
4, "u ! 15, "v ! 25, As ! 4, Bs ! 10, b ! 1, h ! $ 3, ! ! 15. The arrow marks that inhibition can still be seen at the largest probed distances between
the component stimuli.
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Theory-Experiment

an estimation procedure through which a distribu-
tion of activation over the movement parameter
‘direction’ can be constructed. (2) The notion of
preshaping of neural representations is employed to
search for specific use of prior information. By
extrapolating the estimation procedure for popula-
tion representations into periods in which incomplete
information about movement direction is available,
the preshaping of these representations can be
observed. (3) To detect experimentally such
preshaping, the amount and metric range of prior
information is varied by precueing either one, two
or three adjacent movement targets.

Materials and Methods

A monkey (Macaca mulatta) was trained to perform
pointing movements. It was cared for in the manner
described in the Guiding Principles in the Care and
Use of Animals of the American Physiological Society.
The animal sat in a primate chair in front of a vertical
panel on which seven touch sensitive light emitting
diodes (LED) were mounted, one in the center and
six equidistantly on a circle around the center. A trial
started when the center target was illuminated. The
animal had to touch the center target and wait for
the preparatory signal (PS), consisting of the illumi-
nation of one or several targets in green. After a
preparatory period (PP) of 1 s, one of the green
targets turned red, thus providing a response signal
(RS), which instructed the animal to release the center
button and to point at the specified target. Three
different types of prior information were presented:
(i) complete information in which a single target was
illuminated; (ii) partial information with two adjacent
targets illuminated; (iii) partial information with three
adjacent targets illuminated. Each of the three types
of prior information was presented in a separate block
of about 120 trials. Within each block, all possible
movement directions were presented randomly.

After training, the animal was prepared for
surgery. A circular recording chamber was placed
under halothane anesthesia (< 0.5% in air) over the
dorsal premotor cortex contralaterally to the task
performing arm. A T-bar was fixed on the skull 
in order to immobilize the animal’s head during 
the experimental session. A multi-electrode micro-
drive (Reitboeck device, Uwe Thomas Recording,
Marburg) was used to transdurally insert seven
independently driven micro-electrodes (impedance
1–4 M! at 1 kHz) into the motor cortex. Action
potentials of single neurons were recorded extracel-
lularly and isolated using a window discriminator.
Only neurons that changed significantly (one-factor
analysis of variance) their activity as a function of
movement direction during reaction time (time from
the occurrence of the RS until the initiation of move-
ment observed as the release of the center button),
or during movement time (time from the initiation
of movement until the hand touches the target) were
selected for the further analysis at the population
level. The activity of 40 of 56 neurons (71%) recorded
in the condition of complete information, 46 of 57
neurons (81%) recorded in the condition of partial
information with a precue of two targets, and 41 of
49 neurons (84%) recorded in the condition of partial
information with a precue of three targets reached
statistical significance.

The construction of a population representation 
of movement direction is technically similar to the

A. Bastian et al.
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FIG. 1. The dynamic field model of movement preparation repre-
sents the movement parameter ‘direction’ ("), by an activation field,
u("). Peaks of activation represent the parameter value at which
they are localized. The field evolves continuously in time as governed
by a dynamic system:

#uu. (",t) = – u(",t) + !w(" – ") f (u(",t)) d"$
+v(t) + h(t) + S(",t)

#vv
.(t) = – v(t) + c!f(u(",t))d"

Sensory information associated with the preparatory signal, PS, and
the response signal, RS, is modelled as localized excitatory input,
S(",t) and global excitatory input, h(t). Interaction within the field
(local excitation, global inhibition, w(" – ")) stabilizes a single local-
ized peak of activation as the target state of the field. The activa-
tion induced by input stimulation is transiently suppressed again by
an inhibitory process, v(t). The figure shows the temporal evolution
of the activation field in two cases. (A) When the preparatory signal
specifies completely the movement direction (at target 3), the corre-
sponding input preshapes the field at the specified location. The
response signal drives this localized peak transiently to higher levels
of activation. (B) When, by contrast, the preparatory signal speci-
fies two neighboring targets (at targets 3 and 4) the field is more
broadly preshaped and its maximum is centered on the average of
the two precued movement directions. The response signal now
leads not only to an increase of activation, but also to a shift of the
peak location toward the specified target (target 3) and a sharpening
of the distribution.



methods used by Georgopoulos and colleagues9 to
construct the population code, although the goal
persued with this construction is different. Inquiries
into population code typically ask which movement
parameters are represented by populations of neurons
in motor cortex. Although movement direction is
clearly coded for in motor cortex, neural firing may
also depend on parameters such as movement extent,
arm configuration, or shoulder joint angle.10–12 We
simply conclude from the tuning of single neurons
to movement direction that motor cortical neurons
contribute to the represention of that parameter,
among the potentially many other representations
that they might contribute to. To inquire about
movement direction, we projected from this
potentially high-dimensional space onto the axis
representing movement direction, !. This can be 
done by constructing a population distribution of
activation defined over the space of movement direc-
tions. The distribution was built from basis functions,
which we chose as the tuning curves of each neuron.
By weighting (multiplying) the tuning curve with the
current firing rate, population representations were
constructed for the various experimental conditions
and at different points in time. Specifically, for each
of the three types of prior information (complete,
two-target, three-target), a population representation
was constructed for each value of the preparatory and
response signal, that is, for each possible direction.
The combination of targets presented as preparatory
and response signal is designated in the formula as
‘configuration’.

The mathematical definition reads

uconfiguration(!,t) = " tuningi(!)#firingrateconfiguration(i,t)
neurons i

where the index i indicates the individual neurons in
the population. The firing rate of neuron i in a partic-
ular configuration was obtained by averaging within
a time slice beginning at time t. Thus, the population
representation could be estimated as a function of
time. A normalization factor was introduced to
smooth the density at which the parameter ‘move-
ment direction’ was sampled by the preferred direc-
tions of the cells. The tuning curves were obtained
from neural firing rates averaged over the reaction
time interval. Note that computing the population
representation during the reaction time interval is
thus somewhat tautological, but extrapolating this
estimator into other periods is not.

Means were computed from the population
representation by treating it as a probability distrib-
ution and using circular statistics.13 The width of the
population representation was obtained by using the
concentration measure of circular statistics. Because
the population representation is unnormalized, the

concentration was calculated after the areas under 
the population distributions at different configura-
tions were all equaled by adding or subtracting
appropriate constants.

Population representations of movement direction
were computed on the basis of the recorded activity
of 40 neurons for the condition of complete infor-
mation and 22 neurons for each of the two condi-
tions of partial information.

Results
The temporal evolution of the population represen-
tation is shown for the condition of complete
information (Fig. 2A) and for the condition of two
target information (Fig. 2B). The following state-
ments hold true for all movement directions: (1)
Neuronal activation increased in response to the
preparatory signal and in response to the response
signal. After a first maximum of activity following

Representation of movement direction in motor cortex
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FIG. 2. The population representation of movement direction as
constructed from neural responses of a population of motor cortical
cells is shown when complete prior information (A, target 3 was
precued at PS and specified at RS) and two target prior information
(B, targets 3 and 4 were precued at PS and target 3 was specified
at RS) is provided. The time slices for the computation of the popu-
lation distribution are 100 ms. Note how the population distribution
is preshaped in response to the preparatory signal. Location and
width of activation reflect the range and contents of prior informa-
tion. If complete information is provided (A) the activation peak is
localized over the precued target during the preparatory period and
the distribution increases in activation and sharpens subsequent to
the RS. At two target prior information (B), the preshaped distribu-
tion is centered broadly on the precued range, whereas after presen-
tation of the RS its peak shifts towards the specified value while
sharpening.



[Bastian, Riehle, Erlhagen, Schöner, 98]



Distributions of Population 
Activation are abstract

neurons are not localized within DPA! 

cortical neurons really are sensitive to many 
dimensions

motor: arm configuration, force direction

visual: many feature dimensions such as spatial frequency, 
orientation, direction... 

=> DPA is a projection from that high-
dimensional space onto a single dimension



… back to the activation fields

that are “defined” over the 
appropriate dimension just as 
population code is… 

in building DFT models, we 
must ensure that this is actually 
true by setting up the 
appropriate input/output 
connectivity 

activation
field

input from the
sensory surface

dimension

dimension



Neural dynamics of activation fields

movement 

parameter

time

activation

preshaped
field

specific input
arrives



The neural dynamics 
a activation fields is 
structured so that 
localized peaks are 

attractors
movement 

parameter

time

activation

preshaped
field

specific input
arrives

dimension, x

local excitation: stabilizes
peaks against decay

global inhibition: stabilizes 
peaks against diffusion

input

activation field u(x)

S(u)

u



mathematical formalization
Amari equation

⌧ u̇(x, t) = �u(x, t) + h + S(x, t) +
Z

w(x� x0)�(u(x0, t)) dx0

where

• time scale is ⌧

• resting level is h < 0

• input is S(x, t)

• interaction kernel is

w(x� x0) = wi + we exp

"

�(x� x0)2

2�2
i

#

• sigmoidal nonlinearity is

�(u) =
1

1 + exp[��(u� u0)]

1



Interaction: convolution

 116 

! ∗ ! ! !! = ! !! − !! ! ! !!
!!!!!

!!!!!
!!!!!!!!!!(B2.2) 

where ! = (! − 1)/2 is the half-width of the kernel. The sum extends to indices outside the 

original range of the field (e.g., for m=0 at ! = −!). But that doesn’t cause problems because we 

extended the range of the field as shown in Figure 2.18.  

Note again that to determine the interaction effects for the whole field, this computation 

has to be repeated for each point !!. In COSIVINA all these problems have been solved for you, 

so you don’t need to worry about figuring out the indices in Equations like B2.2 ever again!  

[End Box 2.1] 

 
Figure 2.18 Top: The supra-threshold activation, !(!(!!)), of a field is shown over a finite range (from 0 to 180 deg). 
Second from top: The field is expanded to twice that range by attaching the left half of the field on the right and the right 
half on the left, imposing periodic boundary conditions. Third from top: The kernel has the same size as the original field 
and is plotted here centered on one particular field location, ! = !" deg. Bottom: The matching portions of supra-
threshold field (red line) and kernel (blue line) are plotted on top of each other. Multiplying the values of these two 
functions at every location returns the black line. The integral over the finite range of the function shown in black is the 
value of the convolution at the location ! = !". 
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Relationship to the dynamics of 
discrete activation variables

self-
excitation

mutual
inhibition

s(x)
u(x)

u1 u2

x

s1
s2

self-
excitation



=> simulations



Solutions and instabilities

input driven solution (sub-threshold) vs. self-
stabilized solution (peak, supra-threshold)

detection instability

reverse detection instability

selection

selection instability 

memory instability 

detection instability from boost



Detection 
instability
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dimension
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h

dimension
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dimension
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dimension
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the detection instability helps 
stabilize decisions

threshold piercing detection instability
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the detection instability helps 
stabilize decisions

self-stabilized peaks are macroscopic neuronal 
states, capable of impacting on down-stream 
neuronal systems

(unlike the microscopic neuronal activation that 
just exceeds a threshold)



emergence of time-discrete events

the detection instability also explains how a 
time-continuous neuronal dynamics may create 
macroscopic, time-discrete events



behavioral signatures of  
detection decisions

detection in psychophysical paradigms is rife with 
hysteresis

but: minimize response bias



Detection instability

in the detection 
of Generalized 
Apparent Motion

Generalized Apparent Motion

(Johansson, 1950)
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Detection instability

varying 
BRLC



Detection instability

hysteresis of motion detection as BRLC is varied

(while response bias is minimized)

184 H. S. Hock, G. Schöner / Seeing and Perceiving 23 (2010) 173–195

Figure 5. Hysteresis effect observed by gradually increasing or gradually decreasing the background
relative luminance contrast (BRLC) for a participant in Hock et al.’s (1997) third experiment. The
proportion of trials with switches from the perception of motion to the perception of nonmotion, and
vice versa, are graphed as a function of the BRLC value at which each ascending or descending
sequence of BRLC values ends. (Note the inversion of the axis on the right.)

which there were switches during trials with a particular end-point BRLC value
was different, depending on whether that aspect ratio was preceded by an ascend-
ing (vertical axis on the left side of the graph) or a descending sequence of BRLC
values (the inverted vertical axis on the right side of the graph). For example, when
the end-point BRLC value was 0.5, motion continued to be perceived without a
switch to non-motion for 90% of the descending trials, and non-motion continued
to be perceived without a switch to motion for 58% of the ascending trials. Percep-
tion therefore was bistable for this BRLC value and other BRLC values near it; both
motion and non-motion could be perceived for the same stimulus, the proportion of
each depending on the direction of parameter change. It was thus confirmed that
the hysteresis effect obtained for single-element apparent motion was indicative of
perceptual hysteresis, and was not an artifact of ‘inferences from trial duration’.

7. Near-Threshold Neural Dynamics

The perceptual hysteresis effect described above indicates that there are two stable
activation states possible for the motion detectors stimulated by generalized ap-
parent motion stimuli, one suprathreshold (motion is perceived) and the other sub-
threshold (motion is not perceived). Because of this stabilization of near-threshold
activation, motion and non-motion percepts both can occur for the same stimu-
lus (bistability), and both can resist random fluctuations and stimulus changes that
would result in frequent switches between them.

7.1. Why Stabilization Is Necessary

Whether an individual detector is activated by a stimulus or not, a random per-
turbation will with equal probability increase or decrease its activation. Assume it



overcoming fixation

detection can be like selection: initiating an action 
means terminating the non-action=fixation or posture 

example: saccade initiation 
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Fig. 1. Psychophysical set-up for double-target stimuli in direction (a) or
eccentricity paradigms (b). In direction paradigms, the visual targets (black
dots) lie on an imaginary line (vertical here), that is offset against the initial
fixation point (cross). The whole arrangement may also be rotated by ±90⇥. We
denote the dimension separating different visual targets by x , and the dimension
separating the fixation position from the line of visual targets by y (see dashed
lines). In the eccentricity paradigm, fixation signal and visual targets all lie on
the same imaginary line (horizontal here). We denote the associated dimension
by x .

2. Model

Information about upcoming movements is represented by
distributions of population activation in cortical structures
such as the frontal eye fields and subcortical structures such
as the superior colliculus. When distributions of population
activation are characterized by a strong overlap between
information coded by neighboring neurons with similar tuning
curves information processing in such neural networks can
be described by continuous neural fields. This approximation
was first proposed based on the anatomy of cortical areas
by Amari (1972, 1977) and Wilson and Cowan (1973). The
link to population coding has been established more recently
(Bastian, Schöner, & Riehle, 2003; Erlhagen, Bastian, Jancke,
Riehle, & Schöner, 1999; Jancke et al., 1999). We follow the
mathematical formalization by Amari and Arbib (1977) and the
conceptual framework of Dynamic Field Theory by Erlhagen
and Schöner (2002), Kopecz and Schöner (1995) and Schöner
et al. (1997), which we briefly review now by describing how
the model of the selection system is constructed.

The first step is to define the metric dimensions that span
the space of possible eye movements. These are clearly the two
dimensions of visual space in retinal coordinates, representing
possible saccadic end-points. To simplify the modelling,

Fig. 2. The Dynamic Field Model of saccadic decision making consists of an
initiation level and a selection level. During the fixation period, a single peak
of activation in the initiation level at the foveal position reflects the active state
of fixation. (a) In the absence of a visual target, activation is negative at the
selection level, and the fixation peak remains stable. (b) At target onset, input
to the selection level generates a self-stabilized activation peak there, which
provides extra-foveal input to the initiation level, and competes with the fixation
peak and ultimately wins, inducing a movement-related peak in that level.

we exploit that typical paradigms probing saccadic decision
making sample this space in specific ways. Fig. 1 illustrates the
direction (top) and eccentricity (bottom) paradigms. In the first,
the initial fixation lies off an imaginary line, along which two
targets are presented. For selection, it is sufficient in this case
to model representations along the dimension, x , separating
different possible targets (vertical in the figure). For initiation,
it is sufficient to model representations that separate initial
fixation from the shared component of the two visual targets
along a perpendicular dimension, y (horizontal in the figure).
In eccentricity paradigms, initial fixation position and visual
targets are all lined up, so the same linear dimension, x , can be
used for both initiation and selection processes. To generalize
this account to two dimensions of selection and initiation
does not require any new mathematics, but is numerically
considerably more costly (Erlhagen & Schöner, 2002; Wilimzig
& Schöner, 2005).

An activation variable u(x) is assigned to each site along
this dimension. The level of activation u(x) represents the
degree to which this particular value is currently specified.
High levels of activation drive neuronal processes down-stream
from the activation field, low levels of activation do not.
When, for instance, no saccadic end-point is specified in the
absence of sensory information, the field is flat at negative
levels u(x) = constant < 0 (Fig. 2(a)). A localized peak of
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Fig. 4. Time course of activation in the initiation level. Positive activation is
depicted in grey scales as a function of retinal position and time. At time = 0
the target is switched on and the fixation input is switched off. Movement
initiation according to our criteria occurs at the time marked by the dashed
line.

⌅v,iniv̇ini(t) = �vini(t) +
⇥

wini fu[uini(y⇥, t)]dy⇥ + hv,ini. (6)

This field receives only foveal input, Sfix(y, t), while visual
structure at other locations does not directly generate input.
Instead, extra-foveal input is provided from the selection field.
In the presence of a fixation signal, there is typically a self-
stabilized peak at the origin representing a fixation state (both
panels of Fig. 2). When the selection field provides extra-foveal
input, competition between activation at the fovea and at the
specified location leads to the suppression of the fixation peak
and the generation of a peak at the specified saccadic end-
point (see Fig. 4). If we map positive levels of activation onto
elevated firing rates and negative levels of activation onto lower
than spontaneous firing rates, then this mechanism in the model
matches neurophysiological results, which show that saccade
initiation correlates with an increased discharge rate in saccade-
related neurons and at the same time with a decreased discharge
rate in fixation neurons (Dorris and Munoz (1998) and Dorris,
Pare, and Munoz (1997), see review by Schall (2004a)).

Stochastic variability is represented in the model through
fluctuations of the level of activation. These are caused by
stochastic inputs, modelled in the simplest form as independent
gaussian white noise at each field site (with zero mean
�⇥(x, t) = 0 and variance, q: �⇥(x, t)⇥(x ⇥, t ⇥) = q�(t �
t ⇥)�(x � x ⇥). These approximate the influence of other
neuronal processes, unrelated to the task as well as intrinsic
neuronal variability. Spatially uncorrelated noise is the weakest
possible stochastic perturbation. To model variance in the
countermanding paradigm we introduce variability from trial-
to-trial in the strength of fixation inputs, which models random
variations of unspecific factors such as attention or pretrial
effects.

Finally, we need to specify how activation patterns in the
model drive saccadic eye movements. In earlier work, we
showed how a self-stabilized peak of saccade-related activation

may set a new stable state for the motor control system of the
eyes (Kopecz & Schöner, 1995). Although the details were not
realistic, the conceptual issue was that the transition from a
peak-less state to a state with a self-stabilized peak may induce
a related transition in the motor control system from a fixation
state to a movement state. In reality, the motor control system
has considerably more complex structure, including horizontal
and vertical burst generators which are transiently activated
(review, Lefèvre, Quaia, and Optican (1998), Robinson (1986)).
Here we seek a way to simplify the problem by replacing the
entire motor control system with a simple rule that determines
the time of initiation of a saccade as well as its metrics. Saccade
latency was determined as the time interval from stimulus
presentation to the moment in time when the activation within
the fixation peak

F(t) =
⇥ ⇤fix

�⇤fix

fu[uini(y⇥, t)]dy⇥ (7)

fell below a criterion level Fthresh. To this time we added 70 ms
to account for an estimated 40 ms afferent and 30 ms efferent
delay (e.g. Smit and van Gisbergen (1989)). The metrics of
the saccades were characterized by the center of gravity of the
activation distribution in the selection field:

xc =
⇥

R⇥
x ⇥ fu[u(x ⇥)]dx ⇥

� ⇥

R⇥
fu[u(x ⇥)]dx ⇥. (8)

Thus, the read out of saccadic end-point is done within the
selection level while the fixation level solves the release of the
fixation activity and the building of a new activation peak at
the location of the target within the coordinates of the fixation
level. To decide whether movement cancellation was successful
in countermanding trials we observed whether a peak was
generated at the target site of the field by looking for positive
activation there.

3. Results

3.1. Overcoming fixation and countermanding

In the model, a saccade is initiated when extra-foveal
activation in the initiation level induced by input from the
selection level inhibits the fixation peak. How much time this
takes depends on the amount of foveal fixation activation, which
in turn, depends on the fixation stimulus. This can be illustrated
by simulating the gap-step-overlap paradigm (Fig. 5), in which
the fixation signal is extinguished either before (gap), at the
same time (step), or after (overlap) the visual target appears.
The mean latency of saccade initiation increases from gap
to step to overlap conditions, matching the experimentally
established effect (panel (b) of the figure) and reproducing
Kopecz’s (1995) earlier modelling results. While Kopecz did
not model variance, the stochastic inputs included in our model
enables us to generate histograms of latencies (panel (a) of
the figure) that can be compared to experimental assessments
of variability (Gezeck & Timmer, 1998). In the model, the
compact, sharp histograms in the gap and step condition
are in contrast with the broader, noisier histogram in the

[Wilimzig, Schneider, Schöner, 2006]



initiation vs. fixation

such models account for the gap-step-overlap effect

[Kopecz, 95]
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stabilizing selection decisions



behavioral signatures 
of selection decisions

in most experimental situations, the correct selection 
decision is cued by an “imperative signal” leaving no 
actual freedom of “choice” to the participant (only the 
freedom of “error”)

reasons are experimental 

when performance approaches chance level, then close 
to “free choice” 

because task set plays a major role in such tasks, I will 
discuss these only a little later



one system of “free choice”

selecting a new saccadic location

Analysis of the eye movement trace may allow us to understand why
changes are so hard to detect and what is the origin of the difference between
the Central and Marginal Interest cases.

Eye Movement Measures

Figure 2 shows a typical eye movement scanning pattern for a picture. It is seen
that even though the observer was looking at the picture for 48 sec, and search-
ing actively for possible changes that might occur anywhere in the picture, the
eye continued to follow a surprisingly stereotyped, repetitive, scanpath in
which large areas of the picture are never directly fixated. Similar observations
were made by Yarbus (1967) and other authors, who observed that many por-
tions of a picture are never directly fixated, and that the particular scanpath that
is used depends on what the observer is looking for in the picture.

Could this be the reason why some changes are not noticed? Could it be that
those cases when the change is missed correspond to cases where the scanpath
happens not to include the change location? This hypothesis might explain the
difference between the MI and CI changes: Thus, it might be that MI locations,
being less “interesting” to observers, tend to be less likely to be included in the
scanpath than CI locations.

198 O’REGAN ET AL.

FIG. 2. Typical scanpath while a subject searched for changes. The original picture was in colour. The
change that occurred in this picture was a vertical displacement of the railing in the background to the
level of the man’ s eyes. In this record, the change was detected at the moment that the observer blinked
for the fourth time. The positions of the eye when the blinks occurred are shown as white circles. The
last, “effective” blink, marked “E”, occurred when the eye was in the region of the bar.

[O’Reagan et al., 2000]
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studying selection decisions in the 
laboratory

using an imperative signal... 



reaction time (RT) paradigm

time

imperative 
signal=
go signal

response

RT

task set



the task set
is the critical factor in such studies of selection: 
which perceptual/action alternative/choices are 
available… 

e.g., how many choices 

e.g., how likely is each choice

e.g., how “easy” are the choices to recognize/perform 

because the task set is known to the participant 
prior to the presentation of the imperative signal, 
one may think of the task set as a “preshaping” of 
the underlying representation (pre=before the 
decision)
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weak preshape 
in selection

specific (imperative) 
input dominates and 
drives detection 
instability

[Wilimzig, Schöner, 2006]
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using preshape to account for 
classical RT data 

Hick’s law: RT increases 
with the number of 
choices
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[Erlhagen, Schöner, Psych Rev 2002]



metric effect

predict faster response 
times for metrically close 
than for metrically far 
choices
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experiment:  
metric effect

[McDowell, Jeka, Schöner ]
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boost-induced detection instability
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activation

preshape

dimension
activation

dimension
activation

self-excited activation peak

boost

boost

preshape

preshape



boost-driven detection instability

inhomogeneities in the field existing prior to a 
signal/stimulus that leads to a macroscopic 
response=“preshape”

the boost-driven detection instability amplifies 
preshape into macroscopic selection decisions



… emergence of categories?

if we understand, how such inhomogeneities 
come about, we understand the emergence of 
categories…



this supports 
categorical 
behavior

when preshape 
dominates

[Wilimzig, Schöner, 2006]



categorical responding

based on categorical 
memory trace and 
boost-driven detection 
instability 



distance effect

common in categorical tasks… e.g., decide which of 
two sticks is longer => RT is larger when sticks are 
more similar in length (1930s’)



interaction metrics-probability 

Wilimzig, Schöner, 2006

opposite to that 
predicted for 
input-driven 
detection 
instabilities: 

metrically close 
choices show 
larger effect of 
probability
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Behavioral evidence for the graded and 
continuous evolution of decision

time
move on 4th to tone

imperative stimulus

imposed SR interval

timed movement 
initiation paradigm

[Ghez and colleagues, 1988 to 1990’s]



[Favilla et al. 1989]



[Favilla et al. 1989]
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[Erlhagen, Schöner. 2002, Psychological Review 109, 545–572 (2002)] 

0

100

200

0

100

200

0

100

200

0

100

200

0

100

200

0

100

200

0

100

200

0

100

200

Amplitude value

N
um

be
r o

f t
ria

ls
theoretical account for Henig et al.

zero
SR 
interval

short
SR 
interval

medium
SR 
interval

long
SR 
interval

0

20

40

60

0

20

40

60

125  75  25
0

20

40

60

0

20

40

60

0

20

40

60

125  75  25
0

20

40

60

Peak Force (N)

D
is

tri
bu

tio
n 

of
 P

ea
k 

Fo
rc

es

Experimental results of Henig et al

short
SR
interval

medium
SR
interval

short
SR
interval

long



place with minimal changes in the hand paths. Table 1
shows the means and standard errors of curvature and
linearity indices (see Materials and methods) across sub-
jects (n = 5) for predictable targets and for each time in-
terval for unpredictable targets. Small increases in curva-
ture of 1°–2° and reductions in linearity occur among
movements initiated between 80 and 200 ms after target
presentation. However, all values are well within the
range of normal values for linearity in reaching move-
ments (e.g. Atkeson and Hollerbach 1985; Georgopoulos
1988a, b; Georgopoulos and Massey 1988; Gordon et al.
1994b). Moreover, as can be noted among the hand paths
illustrated in Fig. 5, change in direction associated with
curvature did not appreciably reduce the directional error
at the end point. Similarly, the improvement in accuracy
was not achieved through variations in movement time.

Those data will, however, be considered in greater detail
below when the systematic effects of target separation on
movement time are described (see Fig. 10).

Threshold target separation
for discrete directional specification

Figure 7 shows the distributions of initial movement di-
rections in one subject at five target separations and
smoothed for clarity. Data from the same three succes-
sive S-R time interval bins used in earlier figures are
shown in different line types. For the 30° degree target
separation, at S-R intervals ≤ 80 ms (dotted line and his-
togram to show effect of smoothing) initial directions are
distributed unimodally around the midpoint of the range

224

Fig. 7 Experiment 2. Distribu-
tions of movement directions at
the time of peak acceleration in
one subject for five target sepa-
rations. In each plot, distribu-
tions were fitted with a smooth
line using a cosine function
(Chambers et al. 1983). The ar-
rows on the x-axis point to the
required direction for each tar-
get separation. In the top plot,
the actual histogram for re-
sponses with S-R intervals
≤ 80 ms is displayed to demon-
strate the relationship of the fit-
ted line to the actual distribu-
tion. On the right side of each
plot, the actual target locations
are displayed for reference &/fig.c:

[Ghez et al 1997]

infer width of 
preshape peaks 
in field
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Neural evidence for preshape

[Bastian, Riehle, Schöner: Europ J Neurosci 18: 2047 (2003)]
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“space ship” task probing spatial 
working memory
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1977; Compte et al., 2000, for neural network models that use
similar dynamics).

Considered together, the layers in Figure 3 capture the real-time
processes that underlie performance on a single spatial recall trial.
At the start of the trial, the only activation in the perceptual field
is at the location associated with the perceived reference axis (see
highlighted reference input in Figure 3a). This is a weak input and
is not strong enough to generate a self-sustaining peak in the
SWM field, though it does create an activation peak in the
perceptual field (PFobj). Note that this input to the model is
assumed to be generated by relatively low-level neural pro-
cesses that extract symmetry using the visible edges of the task
space (for evidence that symmetry axes are perceived as weak
lines, see Li & Westheimer, 1997). We have not included the
visible edges in simulations of the model because they are quite
far from the target locations probed in our experiments. Given
that neural interactions in the DFT depend on metric separation,
these additional inputs far from the targets would have negli-
gible consequences.

The next event in the simulation in Figure 3a is the target
presentation. This event creates a strong peak in PFobj (see target
input in Figure 3a) which drives up activation at associated sites in
the SWM field (SWMobj). When the target turns off, the target
activation in PFobj dies out, but the target-related peak of activation
remains active in SWMobj. In addition, activation from the refer-
ence axis continues to influence PFobj because the reference axis is
supported by readily available perceptual cues (see peak in PFobj

during the delay).
Central to the DFT account of geometric biases is how the

reference-related perceptual input affects neurons in the working
memory field during the delay. Figure 3c shows a time slice of the
SWMobj field at the end of the delay. As can be seen in the figure,
the working memory peak has slightly lower activation on the left
side. This lower activation is due to the strong inhibition around
midline created by the reference-related peak in PFobj (see high-

lighted reference input in Figures 3a & 3c). The greater inhibition
on the left side of the peak in SWM effectively “pushes” the peak
away from midline during the delay, that is, the maximal activity
in SWM at the end of the trial is shifted to the right of the actual
target location (for additional behavioral signatures of these inhib-
itory interactions, see Simmering et al., 2006). Note that working
memory peaks are not always dominated by inhibition as in Figure
3c. For instance, if the working memory peak were positioned very
close to or aligned with midline (location 0), it would be either
attracted toward or stabilized by the excitatory reference input.
This hints at how the DFT accounts for developmental changes in
geometric biases.

A simulation of the model with “child” parameters is shown in
Figure 3b. This simulation is the same as the adult simulation in
Figure 3a, except the interaction among neurons within each field
and the projections between the fields have been scaled according
to the spatial precision hypothesis: the neural interactions within
the SWMobj and PFobj fields are weaker (relative to the adult
parameters), the widths of the projections between the fields are
broader, and the excitatory and inhibitory projections are
weaker (for a more detailed discussion see below). As can be
seen in Figure 3b, these changes in interaction result in a
broader peak in the SWMobj field. Additionally, the reference
input is broader and weaker to reflect young children’s diffi-
culty with reference frame calibration, that is, their ability to
stably align and realign egocentric and allocentric reference
frames (see Spencer et al., 2007). The result of these changes is
that neural interactions in PFobj are not strong enough to build
a reference-related peak during the delay. Consequently,
SWMobj is only influenced by the broad excitatory input from
detection of midline in the task space and the SWMobj peak
drifts toward the reference axis instead of away from the axis.

The simulations in Figure 3 demonstrate that the spatial preci-
sion hypothesis and the DFT can capture the general pattern of
geometric biases in early development and later development, but

Figure 4. Apparatus used for spaceship task. Inset shows sample target locations relative to the starting point.
Targets are projected onto the table from beneath and responses are recorded using an Optotrak movement
analysis system. Note that the lights in the room are turned on for the photograph. During the experiment the
lights were dimmed, and the table appeared black.
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a source of excitatory input, S n 0, then the resulting stable 

state of the activation dynamics 

!d,(><t)?dt = p,(><t) + h + S(>) 

is ,(>) = h + S(>), the level at which positive and negative 

rates of change balance so that d,?dt = 0. Note that ! is a 

parameter that fixes the time scale of the activation field.  

When the rate of change of activation at a field site, >, 

depends not only on the activation level, ,(><t)< and current 

inputs, S(>), but also on the activation levels, ,(>A< t), at 

other field sites, >A, then the activation dynamics are 

interactive. Locally excitatory interaction is described by a 

kernel, 5(>->A), such that 

!d,(><t)?dt = p,(><t) + h + S(><t) + ! d>A5(>p

>A)!(,(>A<t)) 

Only sufficiently activated sites, >A, contribute to interaction. 

This is expressed by passing activation level through a 

sigmoidal function: 

!(,) = 1/(1 + exp(p",)) 

Such threshold functions are necessarily non-linear and are 

the basis for the bi-stability that structures the activation 

dynamics. Because cortical neurons never project both 

excitatorily and inhibitorily onto targets, the inhibitory 

lateral interaction must be mediated through an ensemble of 

interneurons. A generic formulation (Amari & Arbib, 1977) 

is to introduce a second, inhibitory activation field, v(><t), 

which receives input from the excitatory activation field, 

,(><t), and in turn inhibits that field: 

!, d,(><t)?dt = p,(><t) + h, + S(><t) + ! d>A5(>p

>A)!(,(>A<t)) pc ! d>A5i(>p>A)!(v(>A<t)) 

!v dv(><t)?dt = pv(><t) + hv + ! d>A5(>p>A)!(,(>A<t)) 

Stabilizing the contents of working memory via 

spatial categories. The set of equations above describes a 

neurally-plausible bi-stable network for SWM. Although 

sustained activation peaks in this network are stably in the 

“on” state, they are inherently unstable with respect to the 

metric information they represent. One manifestation of this 

metric instability is the “drift” of sustained peaks under the 

influence of noisy inputs that are common in the nervous 

system (Compte et al., 2000). Peak drift can also be induced 

by small, localized input gradients into the excitatory layer 

of the field which attract sustained peaks if they are 

positioned sufficiently close to the gradient (Amari & Arbib, 

1977). Conversely, small localized inputs into the inhibitory 

layer cause peaks to drift away from the input gradient.  

How might such gradients arise? A specific mechanism 

is through long-term memory traces of activation patterns. 

Whenever and wherever above threshold activation is 

present in WM, traces of activation can be slowly built up. 

This can be modeled through a simple linear activation 

dynamics of an additional set of fields—the LTM fields—

which receive inputs from the corresponding layers of WM. 

Conversely, LTM traces feed back as excitatory inputs into 

the corresponding layers of WM: 

!traced,trace?dt = p,trace + !(,); 

!tracedvtrace?dt = pvtrace + !(v); 

!,d,?dt = s + c,<trace,trace + noise 

!vd,?dt = s + cv<tracevtrace + noise 

A LTM trace of the excitatory layer will generate a 

small source of input that stabilizes WM peaks near the 

locations at which peaks have been activated earlier. Such 

excitatory memory traces form the neural substrate of 

spatial categories. Conversely, LTM traces of the inhibitory 

layer will generate a source of input that repels memory 

items from field sites that have been activated earlier. Such 

traces provide long-term discriminative information, 

amplifying activation differences based on past experiences. 

If excitatory memory traces are the substrate from which 

spatial categories are built, then inhibitory memory traces 

maximize the differences between categories.  

Spdating and re-establishing reference frames. To 

this point, we have described a neural mechanism for SWM 

and spatial categories but have remained vague on the 
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    Figure 1. The DNFT.           Figure 2. Simulations of data from Spencer & Hund (2003) 

2182

[Spencer, 
Schöner, 
2006]

repulsion from mid-line



DFT account of 
repulsion: 
inhibitory 
interaction with 
peak representing 
landmark
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Working memory as sustained peaks

implies metric drift of WM, which is a marginally stable 
state (one direction in which it is not asymptotically 
stable) 

=> empirically real.. 



inhomogeneities from 
simplest from the memory 
trace 

~ habit formation (?) William 
James: habit formation as the 
simplest form of learning 

habituation: the memory 
trace for inhibition.. 

the memory trace



mathematics of the memory trace

⇥mem u̇mem(x, t) = �umem(x, t) +

�
dx� wmem(x � x�)�(u(x�, t))

⇥ u̇(x, t) = �u(x, t) + h + S(x, t) + umem(x, t)

+

�
dx� w(x � x�) �(u(x�))

1

⇥mem u̇mem(x, t) = �umem(x, t)

+

�
dx� wmem(x � x�)�(u(x�, t))

⇥ u̇(x, t) = �u(x, t) + h + S(x, t) + umem(x, t)

+

�
dx� w(x � x�) �(u(x�))

1

memory trace only evolves while activation is excited

potentially different growth and decay rates 



memory trace reflects history of 
decisions formation
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Piaget’s A not B paradigm: “out-of-sight 
-- out of mind” 

A trial

delay

A B

A B

A B

A B

B trial

delay

A not B error



Toyless variant of A not B task

toy to be hidden [24]. Directing attention to an in-view
object (A) heightens activation at the location and, in the
experiment, infants reach to that continually in-view
object. Subsequently, when the experimenter directs
attention to a different nearby in-view object (B), infants
watch, but then reach back to the original object (A).

Experimenters have also made the error vanish by
making the reaches on the B trials different in some way
from the A trial reaches. In the model, these differences
decrease the influence of the A trial memories on the
activations in the field. One experiment achieved this by

shifting the posture of the infant [24]. An infant who sat
during the A trials would then be stood up, as shown in
Fig. 3 , to watch the hiding event at B, during the delay and
during the search. This posture shift causes even 8- and
10-month-old infants to search correctly, just like
12-month-olds. In another experiment, we changed the
similarity of reaches on A and B trials by putting on and
taking off wrist weights [25]. Infants who reached with
‘heavy’ arms onA trials but ‘light’ ones on B trials (and vice
versa) did not make the error, again performing as if they
were 2– 3 months older. These results suggest that the
relevant memories are in the language of the body and
close to the sensory surface. In addition, they underscore
the highly decentralized nature of error: the relevant
causes include the covers on the table, the hiding event,
the delay, the past activity of the infant and the feel of the
body of the infant.

This multicausality demands a rethinking of what is
meant by knowledge and development. Do 10-month-
old infants know something different when they make
the error compared with when they do not? The answer
is ‘yes’ if we conceptualize knowledge and knowing as
emergent, that is, made at a precise moment from
multiple components in relation to the task and to the
immediately preceding activity of the system. What do
12-month-olds know that 10-month-olds do not? There
can be no single cause, no single mechanism and no
one knowledge structure that distinguishes 10-month-
olds from 12-month-olds because there are many
causes that make the error appear and disappear.
Instead, both 10-and 12-month-olds can be regarded as
complex systems that self-organize in the task. How-
ever, just as trial dynamics are nested in task
dynamics, so are task dynamics nested in develop-
mental dynamics.

Developmental dynamics
The A-not-B error has been important to developmental
theory because it is tightly linked to a few months in
infancy. However, the neural field model suggests that the
dynamics that create the error in infants are basic
processes involved in goal-directed actions at all ages.
Indeed, by changing the task, researchers can make
perseverative errors come and go in older children and
adults, just as in infants. Recently, Spencer and colleagues

Fig. 2 . (a) The time evolution of activation in the planning field on the first A trial.
The activation rises as the object is hidden and, owing to self-organizing properties
in the field, is sustained during the delay. (b) The time evolution of activation in
the planning field on the first B trial. There is heightened activation at A before the
hiding event, owing to memory for prior reaches. As the object is hidden at B, acti-
vation rises at B, but as this transient event ends, owing to the memory properties
of the field, activation at A declines and that at B rises.
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Fig. 3 . An infant sitting for an A trial (left) and standing for a B trial (right). This
change in posture causes younger infants to search as 12-month-old infants do
(see text for details).
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[Smith, Thelen et al.: Psychological Review (1999)]



Toyless variant of A not B task 
reveals that A not B is essentially a 

decision task!

A trial

delay

A B

A B

A B

A B

B trial

delay

[Smith, Thelen et al.: Psychological Review (1999)]
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[Dinveva, Schöner, Dev. Science 2007]
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Instabilities

detection: forming and initiating 
a movement goal

selection: making sensori-motor 
decisions

(learning: memory trace)

boost-driven detection: initiating 
the action

memory instability: old infants 
sustain during the delay, young 
infants do not
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Instabilities

detection: forming and initiating 
a movement goal

selection: making sensori-motor 
decisions

(learning: memory trace)

boost-driven detection: initiating 
the action

memory instability: old infants 
sustain during the delay, young 
infants do not
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DFT of infant perseverative reaching

[Dinveva, Schöner, Dev. Science 2007]



DFT of infant perseverative reaching

[Dinveva, Schöner, Dev. Science 2007]

memory trace



DFT of infant perseverative reaching

[Dinveva, Schöner, Dev. Science 2007]

perseverative
errors



in spotaneous errors, 
activation arises at B 
on an A trial

which leads to 
correct reaching on 
B trial

spontaneous
error correct on B!

DFT of infant perseverative reaching

[Dinveva, Schöner, Dev. Science 2007]



that is because 
reaches to B on A 
trials leave memory 
trace at B

spontaneous
error correct on B!

DFT of infant perseverative reaching

[Dinveva, Schöner, Dev. Science 2007]



DFT is a neural process model

that makes the decisions in each individual trial, by amplifying 
small differences into a macroscopic stable state

and that’s how decisions leave traces, have consequences



Decisions have consequences

66 E. DINEVA AND G. SCHÖNER
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Figure 7. Estimates from experiment (solid lines) and DFT simulations (broken lines) of the rate of spon-
taneous errors across A-trials (black lines). The grey lines show the conditional probability that a reach
again goes to B on a given A-trial given that the first spontaneous reach to B has just occurred on the
previous trial.
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Figure 8. Estimates from infant experiments (solid line) and DFT simulations (broken line) for the
probability to make exactly n spontaneous errors as a function of n.

According to this hypothesis, the overall rate of spontaneous errors reflects the distribu-
tion of the side bias across babies and is, therefore, constant across A trials. This hypothesis
predicts that the conditional probability of repeating a spontaneous error after a previous
error should be high (close to one in the limit case of completely deterministic decisions).
In fact, this limit case predicts that babies with a bias to B should repeat spontaneous errors
across the entire A-trials phase of the paradigm.

This prediction is tested in Figure 8 showing the probability that an infant/simulation
makes exactly n spontaneous errors as a function of n (Equation (3)). The deterministic
account predicts that this probability should have a U-shape: Some infants should system-
atically make no spontaneous errors, while the biased babies should make a large number
of spontaneous errors. Intermediate numbers of spontaneous errors should not be fre-
quent, as these reflect stochastic decision making. The data clearly refute this hypothesis.
The monotonic decrease of the probability of n spontaneous errors with the number n is
consistent with a stochastic contribution to sensorimotor decision making.

[Dineva, Schöner: Connection Science 2018]

a spontaneous error doubles probability to make the 
spontaneous error again



Conclusions

action, perception, and embodied cognition 
takes place in continuous spaces. peaks = units 
of representation are attractors of the neural 
dynamics

neural fields link neural representations to 
these continua 

stable activation peaks are the units of neural 
representation

peaks arise and disappear through instabilities 
through which elementary cognitive functions 
(e.g. detection, selection, memory) emerge



The conceptual framework of DFT
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