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Sequences

all behavior and thinking consist of sequences 
of physical or mental acts

sometimes in a fixed order as in action 
routines, or highly trained action patterns

but potentially highly flexible … as in language, 
thinking, problem solving … 



DFT challenge for sequences

DFT postulates that all neural states 
underlying behavior/mental process are 
attractors that resist change…

but generating sequences of such states 
require change of state! Conflicting 
constraints! 

answer: instabilities are induced systematically 
to enable switching to a next/new attractor 



Sequence generation

an illustrative example

the neural/mathematical mechanism 

Roadmap



task: search for objects of a given color in a given order

1 blue

2 red

green

vehicle

target 1

target 2

obstacles

target 13

Sequence of physical acts

stably couple to 
objects once they 
are detected 

ignore objects 
when their turn 
has not yet come 
(distractors)



yellow-red-green-blue-red yellow-red-green-blue-red

Implementation as an imitation task
learn a serially ordered 
sequence from a single 
demonstration

perform the serially 
ordered sequence with 
new timing

[Sandamirskaya, Schöner: Neural Networks 23:1163 (2010)]



red a distractor red a target

[Sandamirskaya, Schöner: Neural Networks 23:1163 (2010)]



Condition of 
Satisfaction

(CoS)

excites the corresponding memory node, which, in its turn,
provides an excitatory input to the ordinal node which is to
be activated next. The active ordinal node also projects onto
a single intention field defined over the dimension of color.
Which color each node activates is learned, or memorized,
in the training phase through a fast Hebbian learning
mechanism. The intention field is reciprocally coupled with
a two-dimensional space-color field, in which the spatial
dimension samples the horizontal axis of the camera
image. The space-color field receives ridge-input localized
along the color dimension, but not along space, from the
intention field. It also receives a two-dimensional space-
color input from the visual array. Where visual input
overlaps with the ridge, a peak is formed, the spatial pro-
jection of which specifies the visual angle under which an
object of the color being sought is located.

The space-color field projects along the spatial dimen-
sion onto the dynamics of heading direction, creating an
attractor that steers the robot to the detected object. As that

object is approached, its image grows in the robot’s visual
array. The condition-of-satisfaction field (top-right on
Fig. 8) is pre-activated by input from the intention field and
is pushed through the detection instability when the object
of the color being sought looms sufficiently large. This
brings about the transition to the next step in the sequence
as described in Section 3.3.

Before an object that matches the current intention has
been found, no peak exists in the space-color field. The
heading direction does not receive input at that time from
the space-color field and the vehicle’s navigation dynamics
is dominated by obstacle avoidance, which is implemented
using a standard dynamic method (Bicho, Mallet, &
Schöner, 2000). This results in the roaming behavior that
helps the robot search for objects of the appropriate color.

During teaching, the visual input from the object shown
to the robot is boosted enough to induce a peak in the space-
color field. This peak projects activation backwards onto the
intention field, where a peak is induced at the location that

Fig. 8. The architecture for a sequential color-search task on a Khepera robot. An active node of the ordinal dynamics projects its activation onto an intention field,
defined over color dimension. The intention field is coupled to the space-color field, which also receives visual input from the robot’s camera. An activation peak
in the space-color field drives the navigation dynamics of the robot, setting an attractor for its heading direction. The condition-of-satisfaction field is also defined
over color dimension and is activated when the object of the currently active color takes up a large portion of the camera image.

Y. Sandamirskaya et al. / New Ideas in Psychology xxx (2013) 1–1814

Please cite this article in press as: Sandamirskaya, Y., et al., Using Dynamic Field Theory to extend the embodiment stance toward
higher cognition, New Ideas in Psychology (2013), http://dx.doi.org/10.1016/j.newideapsych.2013.01.002

[Sandamirskaya, Schöner: Neural 
Networks 23:1163 (2010)]



Visual search

2D visual input color vs. 
horizontal space

intensity of input from a 
color histogram within 
each horizontal location 
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Visual search

current color searched provides ridge input 
into a color-space field 
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Learning Production
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Figure 11: One run of the robotic demonstrations. A: Time-courses of activation of five ordinal nodes during
sequence learning and production. B: Time-course of activation in the action field. Positive activation in the
field encodes the color currently searched for. C: Time-course of activation in the condition of satisfaction
field. Arrows mark the times when condition of satisfaction signals were emitted (detection instabilities in
the field). D: The projection of the perceptual color-space field onto the spatial dimension (horizontal axis of
the image plane). The arrows mark times when the object of interest in each ordinal position first appeared
in the visual array of the robot. The “random search” behavior changed to “approach target” behavior at
these points.
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Mathematical mechanism

intention
dimension x dimension y

neural state

motor-world-sensor state

condition
of satisfaction

prediction



Sequence of instabilities

the CoS is pre-shaped by the intention field, but is in 
the sub-threshold state 

until a matching input pushes the CoS field through 
the detection instability 

the CoS field inhibits the intention field that goes 
through a reverse detection instability

the removal of input from the intention to the CoS 
field induce a reverse detection instability 

both fields are sub-threshold
intention

dimension x dimension y

neural state

motor-world-sensor state

condition
of satisfaction

prediction



CoS and efference copy

one could think of the “prediction” implied in 
the CoS as being a form of efference copy 

that does act inhibitorily… 

but it does so on the (motor)intention, not on 
the perception of the outcome that is 
predicted!

intention
dimension x dimension y

neural state

motor-world-sensor state

condition
of satisfaction

prediction



Generalization

match-detection => CoS

mis-match (or change) detection => CoD 
(condition of dissatisfaction)  

instability, if at least one supra-threshold peak exists in the
input field. They remain in the off-state otherwise.

Match and Mismatch detection
For each feature dimension, three fields exist. The expected

and attended feature fields represent, through a single peak
of activation, feature values. They receive input from two
different paths of the network. The mismatch detection field
receives excitatory input from the attended and inhibitory in-
put from the expected feature field. It generates a peak if
expected and attended feature fields have peaks at different
locations along the feature dimension.

For a given attended object location, the feature matching

sub-network (Figure 2) compares (in parallel across feature
dimensions) search cue (expected feature) and attended fea-
ture. A peak in all three fields (attended feature, expected

feature, and mismatch detection) signals a no match, activat-
ing the no-match response node and inhibiting the match re-

sponse node. Absence of a peak in the mismatch detection

field, with peaks in the two other fields, signals a match and
activates the match response node.

Figure 2: The feature matching sub-network. See the text for
an explanation.

Mismatch within a single feature dimension is sufficient
to activate the condition of dissatisfaction (CoD). In contrast,
the condition of satisfaction (CoS) node is only activated if all
attended features match the search cue. Together with the in-

tention node, these two nodes are used to autonomously gen-
erate sequences of neural processing steps (Sandamirskaya &
Schöner, 2010).

The neural dynamic process model
To account for the effects of feature sharing and grouping on
the search efficiency of triple conjunction searches (Nordfang
& Wolfe, 2014), we reduced our previous neural dynamic
process model (Grieben et al., 2020) to its visual search com-
ponent (removing sub-networks related to scene memory and
transient detection). The simplified outline of Figure 3 groups
dynamic neural fields into sub-networks (boxes) and their
connectivity (arrows). The model is, however, really just a
system of coupled neural integro-differential equations of the
type shown in Equation 1. All neural activation fields and

Figure 3: An overview of the neural dynamic process model.
Boxes represent sub-networks of fields and arrows their cou-
plings. Green outlines highlight sub-networks changed with
respect to the previous model.

variables evolve continuously in time, dependent on online
visual input. Instabilities create the impression of discrete
events, but these simply emerge from the dynamics. The real-
time numerical solution of the equations was achieved by im-
plementing the model in cedar, a graphical programming in-
terface for DFT models that also supports online visualization
(Lomp, Richter, Zibner, & Schöner, 2016).

Feed-forward feature maps and salience map
The bottom-up pathway of the model (and of human percep-
tion) is a parallel preattentive process purely driven by in-
put. In the model, visual input may come from a live camera
image (A) or, in the current case, from randomly generated
search displays (A1) (Figure 4).

Figure 4: The bottom-up pathway of the model. See text for
explanation. Green outlines highlight sub-networks changed
with respect to the previous model.

Three features are extracted in parallel: color, orientation,
and shape. Color is extracted from hue-space. Orientation
is obtained by filtering the thresholded saturation with four
elongated center-surround filters. To align with the experi-
ments of Nordfang and Wolfe (2014), we swapped the size

feature of our previous model (Grieben et al., 2020) to shape.
Shape was obtained by template matching (normalized cross-
correlation), a simplified account for preattentive recognition

[Grieben, Schöner, CogSci 2021]



How is the next state selected?

once the current state has been  
de-activated… 

three notions 

gradient-based selection 

chaining

positional representation

an illustration 

Roadmap



How is the next state selected?

once the current state has been deactivated… 

3 notions (~Henson Burgess 1997) 

of simple shapes (Huang, 2020). These feature filters gener-
ate inputs that model the responses of feature sensitive neu-
rons characterized by tuning curves. The neural activation
pattern across the entire neural population for each feature
is represented in the respective scene space/feature map (B).
These neural space/feature representations are defined over
the two dimensions of visual space and over one feature di-
mension. Their activation is marginalized along the feature
dimension, using a center-surround filter as the projection
kernel, resulting in a conspicuity map (C) for each feature.
The inhibitory part of the center-surround kernel makes that
the relative bottom-up salience of an object decreases linearly
with the number of features shared with its flankers and also
depends linearly on the number of flankers that share at least
one feature with it. The excitatory part of the center-surround
kernel (which is less strong for the shape feature dimension)
makes that objects that are surrounded by empty space or
by flankers that share no features with them become more
salient.

These conspicuity maps are integrated in a spatial salience
map, scene spatial salience field C (Itti & Koch, 2000). The
output of this field (Figure 5), its activation passed through
a sigmoidal threshold function, is the nonlinear bottom-up
salience map that is responsible for the grouping effect. In our
previous model (Grieben et al., 2020) all objects had the same
bottom-up salience. The bottom-up salience map is low-pass
filtered with a Gaussian filter.

image input field C output field C filtered

Figure 5: Bottom-up salience. See text for an explanation.

Attentional selection
The core cognitive processes of visual cognition require an
attentional selection decision. The scene spatial selection

field (D) plays, therefore, a central role in the model (see Fig-
ure 6). This field operates in the dynamic regime of selection,
so that only one supra-threshold peak can be formed at any
point in time. This provides the neural substrate for feature
binding in the manner of Treisman’s feature integration the-
ory (Treisman & Gelade, 1980).

The scene guidance sub-network (H) consists of three
space/feature overlap fields (H) that receive sub-threshold in-
put from the scene space/feature maps (B) and feature input
from the target search cue (G). At locations at which the cued
features and the scene maps overlap, supra-threshold peaks
form. The activation patterns of these fields are marginal-
ized along the feature dimension to provide spatial input to
the feature guidance field (H1). The resting level of the fea-

ture guidance field (H1) is down-regulated dynamically via
inhibitory connections from the search cue sub-network (G)

Figure 6: The sub-networks engaged in attentional selection
and visual search. See the text for explanation. Green outlines
highlight sub-networks changed with respect to the previous
model.

so that it decreases linearly with the number of cued features.
This dynamical down-regulation is required to compensate
for the linear dependence of the peak amplitude of the inputs
to the field on the number of cued features. The output of this
guidance field (Figure 7), its activation passed through a sig-
moidal threshold function, provides nonlinear top-down bias
for the scene spatial selection field (D), and is responsible for
the sharing effect.

The scene spatial selection field (D) receives weighted
(WS) bottom-up bias from the scene spatial salience field (C),
and additional weighted (WFG) top-down bias from the scene

guidance sub-network (H) (Figure 8).

Visual search
Visual search is initiated automatically as soon as a peak is
formed in the scene spatial selection field (D). It terminates

i. c.c. c.i. i.

p. p.
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[Sandamirskaya, Schöner: Neural Networks 23:1163 (2010)]

positional

stability

1 gradient-based selection 

2 chaining

3 positional representation



Gradient-based 

a field/set of nodes is released from inhibition 
once the current state is deactivated… 

a new peak/node wins the selective 
competition based on inputs… 

e.g. salience map for visual search

e.g. overlapping input from multiple fields..

return to previous states avoided by inhibition 
of return

of simple shapes (Huang, 2020). These feature filters gener-
ate inputs that model the responses of feature sensitive neu-
rons characterized by tuning curves. The neural activation
pattern across the entire neural population for each feature
is represented in the respective scene space/feature map (B).
These neural space/feature representations are defined over
the two dimensions of visual space and over one feature di-
mension. Their activation is marginalized along the feature
dimension, using a center-surround filter as the projection
kernel, resulting in a conspicuity map (C) for each feature.
The inhibitory part of the center-surround kernel makes that
the relative bottom-up salience of an object decreases linearly
with the number of features shared with its flankers and also
depends linearly on the number of flankers that share at least
one feature with it. The excitatory part of the center-surround
kernel (which is less strong for the shape feature dimension)
makes that objects that are surrounded by empty space or
by flankers that share no features with them become more
salient.

These conspicuity maps are integrated in a spatial salience
map, scene spatial salience field C (Itti & Koch, 2000). The
output of this field (Figure 5), its activation passed through
a sigmoidal threshold function, is the nonlinear bottom-up
salience map that is responsible for the grouping effect. In our
previous model (Grieben et al., 2020) all objects had the same
bottom-up salience. The bottom-up salience map is low-pass
filtered with a Gaussian filter.

image input field C output field C filtered

Figure 5: Bottom-up salience. See text for an explanation.

Attentional selection
The core cognitive processes of visual cognition require an
attentional selection decision. The scene spatial selection

field (D) plays, therefore, a central role in the model (see Fig-
ure 6). This field operates in the dynamic regime of selection,
so that only one supra-threshold peak can be formed at any
point in time. This provides the neural substrate for feature
binding in the manner of Treisman’s feature integration the-
ory (Treisman & Gelade, 1980).

The scene guidance sub-network (H) consists of three
space/feature overlap fields (H) that receive sub-threshold in-
put from the scene space/feature maps (B) and feature input
from the target search cue (G). At locations at which the cued
features and the scene maps overlap, supra-threshold peaks
form. The activation patterns of these fields are marginal-
ized along the feature dimension to provide spatial input to
the feature guidance field (H1). The resting level of the fea-

ture guidance field (H1) is down-regulated dynamically via
inhibitory connections from the search cue sub-network (G)

Figure 6: The sub-networks engaged in attentional selection
and visual search. See the text for explanation. Green outlines
highlight sub-networks changed with respect to the previous
model.

so that it decreases linearly with the number of cued features.
This dynamical down-regulation is required to compensate
for the linear dependence of the peak amplitude of the inputs
to the field on the number of cued features. The output of this
guidance field (Figure 7), its activation passed through a sig-
moidal threshold function, provides nonlinear top-down bias
for the scene spatial selection field (D), and is responsible for
the sharing effect.

The scene spatial selection field (D) receives weighted
(WS) bottom-up bias from the scene spatial salience field (C),
and additional weighted (WFG) top-down bias from the scene

guidance sub-network (H) (Figure 8).

Visual search
Visual search is initiated automatically as soon as a peak is
formed in the scene spatial selection field (D). It terminates

[Grieben, Schöner, CogSci 2021]



Gradient-based 

this is used in many of the DFT architectures

visual search

relational grounding

mental mapping 

of simple shapes (Huang, 2020). These feature filters gener-
ate inputs that model the responses of feature sensitive neu-
rons characterized by tuning curves. The neural activation
pattern across the entire neural population for each feature
is represented in the respective scene space/feature map (B).
These neural space/feature representations are defined over
the two dimensions of visual space and over one feature di-
mension. Their activation is marginalized along the feature
dimension, using a center-surround filter as the projection
kernel, resulting in a conspicuity map (C) for each feature.
The inhibitory part of the center-surround kernel makes that
the relative bottom-up salience of an object decreases linearly
with the number of features shared with its flankers and also
depends linearly on the number of flankers that share at least
one feature with it. The excitatory part of the center-surround
kernel (which is less strong for the shape feature dimension)
makes that objects that are surrounded by empty space or
by flankers that share no features with them become more
salient.

These conspicuity maps are integrated in a spatial salience
map, scene spatial salience field C (Itti & Koch, 2000). The
output of this field (Figure 5), its activation passed through
a sigmoidal threshold function, is the nonlinear bottom-up
salience map that is responsible for the grouping effect. In our
previous model (Grieben et al., 2020) all objects had the same
bottom-up salience. The bottom-up salience map is low-pass
filtered with a Gaussian filter.

image input field C output field C filtered

Figure 5: Bottom-up salience. See text for an explanation.

Attentional selection
The core cognitive processes of visual cognition require an
attentional selection decision. The scene spatial selection

field (D) plays, therefore, a central role in the model (see Fig-
ure 6). This field operates in the dynamic regime of selection,
so that only one supra-threshold peak can be formed at any
point in time. This provides the neural substrate for feature
binding in the manner of Treisman’s feature integration the-
ory (Treisman & Gelade, 1980).

The scene guidance sub-network (H) consists of three
space/feature overlap fields (H) that receive sub-threshold in-
put from the scene space/feature maps (B) and feature input
from the target search cue (G). At locations at which the cued
features and the scene maps overlap, supra-threshold peaks
form. The activation patterns of these fields are marginal-
ized along the feature dimension to provide spatial input to
the feature guidance field (H1). The resting level of the fea-

ture guidance field (H1) is down-regulated dynamically via
inhibitory connections from the search cue sub-network (G)

Figure 6: The sub-networks engaged in attentional selection
and visual search. See the text for explanation. Green outlines
highlight sub-networks changed with respect to the previous
model.

so that it decreases linearly with the number of cued features.
This dynamical down-regulation is required to compensate
for the linear dependence of the peak amplitude of the inputs
to the field on the number of cued features. The output of this
guidance field (Figure 7), its activation passed through a sig-
moidal threshold function, provides nonlinear top-down bias
for the scene spatial selection field (D), and is responsible for
the sharing effect.

The scene spatial selection field (D) receives weighted
(WS) bottom-up bias from the scene spatial salience field (C),
and additional weighted (WFG) top-down bias from the scene

guidance sub-network (H) (Figure 8).

Visual search
Visual search is initiated automatically as soon as a peak is
formed in the scene spatial selection field (D). It terminates

[Grieben, Schöner, CogSci 2021]



Chaining
for fixed sequences…

e.g. reach-grasp

fixed order of mental operations… e.g. ground reference 
object first, then target object

less flexible (e.g.. when going through the same 
state with different futures)

could be thought to emerge with practice/habit 
from the positional system

i. c.c. c.i. i.

p. p.

Sensorimotor DFs

environment



Positional representation

a neural representation of ordinal position is 
organized to be sequentially activated… 

the contents at each ordinal position is determined by 
neural projections from each ordinal node…
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[Sandamirskaya, Schöner: Neural Networks 23:1163 (2010)]
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Positional representation

essentially chaining with flexible contents 

good for fast learning of sequences… 

e.g. imitation

a Hippocampus function? 

but: must have potential synaptic links to 
many representations… 

=> such ordinal systems must exist for sub-
representations… embodiment effects… 



[Tekülve et al., 
Frontiers in 

Neurorobotics 
(2019)]

Tekülve et al. Autonomous Sequence Generation

3. MODEL

The neural dynamic architecture described here is a network
of neural fields that are coupled to a camera and a robotic
arm. These links enable online connection to a changing visual
scene and online control of the arm. Three sub-networks
(Figure 2) autonomously organize sequences of activation states
to build visual representations, learn or perform serially ordered
sequences, and generate object-oriented movements.

The perceptual sub-network, connected to the camera, creates
a working memory representation of the visual scene through
autonomous shifts of attention. A motor sub-network drives
an oscillator generating velocity commands for the robotic
arm. The cognitive sub-network represents ordinal positions
in a sequence and may autonomously shift from one ordinal
position to the next. The ordinal system may be used in
two different manners, sequence learning and sequence recall,

controlled by the activation of one of two different task
nodes. These task nodes activate behaviors by boosting fields’
resting levels and enabling fields to generate task relevant
attractor states.

The following sections describe for each sub-network the
states that drive behavior and the mechanism for how the system
switches between those states. The last section addresses the
integration of all three sub-networks for the two tasks Learn
and Recall.

3.1. Perception: Scene Representation
The scene representation sub-network is based on Grieben et al.
(2018) and creates three-dimensional (2D space and 1D color)
working memory representations of objects in the visual scene
captured by the camera. Each entry into the representation
is created sequentially as the sub-network autonomously shifts
attention across different objects in the scene.

FIGURE 2 | Sketch of the dynamic field network with its three sub-networks.

Frontiers in Neurorobotics | www.frontiersin.org 5 November 2019 | Volume 13 | Article 95

Serial order demonstrated/enacted





Tekülve et al. Autonomous Sequence Generation

At point t0, the Exploration intention node provides a
homogeneous boost to the Saliency Selection field leading to an
activation peak at the location of the purple object. This causes
the emergence of a three-dimensional peak in the Scene Selection
field, of which the color dimension is shown in the third row. The
WorkingMemory field contains no supra-threshold activation yet
but, at the locations of the non-background objects, the resting
level is increased across the whole color dimension.

Once the peak in the Scene Selection field has fully emerged
at t1, its color component is forwarded as a slice toward the
Working Memory, where it overlaps with the tube originating
from the Saliency Selection field and forms a three-dimensional
peak. Subsequently a peak also forms in the Memory Spatial
Selection field, which shares the same color as the peak in the
Scene Space Selection causing an overlap in the Color Match field.

The peak forming in the Color Match field activates the CoS
Explore node, which inhibits the Explore intention node. Thus
the resting level boost is removed from the Saliency Selection
field, which subsequently falls down to sub-threshold activation

at point t2. Only the self-sustained peak in the Working Memory
field remains.

The absence of a peak in the Color Match field causes the CoS
node to fall below threshold again, bringing the sub-network to
its initial state. The following activation of the Explore intention
node, depicted from t3 until t5, follows the same temporal
activation pattern as the previous one with different feature
values for spatial location and color. The spatial location in the
Saliency Selection field differs due to the inhibitory influence
from theWorking Memory field. See Supplementary Video 3 for
a different example of autonomous build-up of visual working
memory in continuous time.

4.2. Learning Demonstration
A particular color sequence is taught to the network in its
learning regime by presenting objects of a certain color one after
another. In Figure 5 activation snapshots of some points in time
during an exemplary learning episode are shown. The top row
depicts the temporal evolution of activation of the ordinal nodes

FIGURE 5 | Time course of learning a three element sequence with varying presentation time.

Frontiers in Neurorobotics | www.frontiersin.org 10 November 2019 | Volume 13 | Article 95



Time course of 
attention 

selection and 
building of scene 

memory

Tekülve et al. Autonomous Sequence Generation

and robot armwere simulated usingWEBOTS (Michel, 2004) that
can be coupled into Cedar. The same Cedar code can also link to
real sensors and robots. We did this, driving the model from a
real camera and manipulating the visual scene by placing colored
objects on a white table top. We also controlled a lightweight
KUKA arm from the same Cedar code to verify its capacity to act
out the planned movements. These informal robotic experiments
are not further documented in this paper.

4.1. Scene Representation: Autonomous
Build-up of Visual Working Memory
The build-up of the scene workingmemory is an ongoing process
that provides visual information to the network irrespective of
the currently active task node. In Figure 4 we show activation
snapshots of different points in time during working memory
build-up in an exemplary scene containing three objects and the
arm’s end-effector.

FIGURE 4 | Time course of building a scene memory.
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FIGURE 6 | Time course of recalling a three element sequence through pointing at colored objects.

as a sub-threshold activation blob, and the blue object is entirely
absent. As the first movement is finished at t1 all three objects are
present in working memory as sub-threshold activation blobs.

Thus at t2, the second movement starts closely after the
activation of the second ordinal node with the blue object as
the target on the right side of the camera image. While the arm
is moving the object is moved to the center/top position of the
image, which results in a non-match between arm and target at
the end of the movement, which can be seen at t3. Here working
memory has updated the position of the blue object, which leads
to an extraction of a different target position that does not match
with the current position of the end effector. Only at t4 after a
second movement was generated, the blue object and the end
effector match, which concludes the recall of the second element
of the sequence.

The last movement toward the purple object is then conducted
without any further perturbations and terminates after a single
movement at t6.

4.3.2. Recall With a Missing Object
In this second recall episode demonstrating the robustness of the
field network we start the recall in a scene that lacks the second
object of the sequence. In Figure 8, activation snapshots of the

same sub-set of fields used in the previous perturbation episode
are shown.

At points t0 and t1, the network’s activation develops analog
to the previous two recall examples with a color slice used to
extract the target position and the position match to determine
the successful termination of the movement. However as the
second ordinal node activates at t2 no blue object is present in
the scene, thus no sub-threshold activation blob overlaps with
the blue color slice in the Memory Color Selection field and no
peak forms.

At point t3, the blue object is added to the scene, which
is committed to memory and afterwards extracted as a valid
target position. The movement than concludes at t4 with the
arm occluding the purple object, which is kept in working
memory due to the self-sustaining kernel. The working memory
information is then used in t5, when the third ordinal node
specifies purple as the next sequence color. Thus the sequence
ends at t6 with no further perturbations.

5. DISCUSSION

We have presented a network of dynamic neural fields that
integrates the complete pathway from the sensor surface (vision)
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FIGURE 7 | Online updating of the movement during sequence recall.

to representations of higher cognition (serial order) and to the
motor system (pointing). The network architecture enables a
robotic agent to autonomously learn a sequence of colors from
demonstration and then to act according to the defined serial
order on a scene. Both during learning and while acting out the
sequence, the transitions between elements of the sequence are
detected without the need for an external control signal (The
switch between learning and recall mode is not autonomous,
however, reflecting a similar need for task instructions when a
human operator performs such a task).

In each of the three sub-networks responsible for scene
representation, the representation of serial order, and movement
generation, sequential transitions between neural activation
states are brought about through the mechanism of the condition
of satisfaction. Thus, visual attention shifts only once a currently
attended item has been committed to working memory. A
transition to the next element in the serial order occurs only
once the robot has successfully acted on the current element. And

an arm movement terminates only once the desired movement
target has been reached. The mechanism of the condition of
satisfaction thus reconciles the capacity to autonomously act
according to learned or structurally determined plans with the
capacity to be responsive to sensory or internal information about
the achievement of goals.

5.1. What the Scenario Stands for
The scenario was simple, but meant to demonstrate
the fundamental components of any neurally grounded
autonomous robot.

(1) A representation of the visual surround is the basis for any
intelligent action directed at the world. It is also the basis for
sharing an environment with a human user. We humans are
particularly tuned to building scene representations which
form the basis of much of our visual cognition (Henderson
and Hollingworth, 1999). Scene representations need to

Frontiers in Neurorobotics | www.frontiersin.org 13 November 2019 | Volume 13 | Article 95
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dynamic structural stability

the “non-synesthesia” principle
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[Tekülve et al., 
Frontiers in 

Neurorobotics 
(2019)]

Tekülve et al. Autonomous Sequence Generation

3. MODEL

The neural dynamic architecture described here is a network
of neural fields that are coupled to a camera and a robotic
arm. These links enable online connection to a changing visual
scene and online control of the arm. Three sub-networks
(Figure 2) autonomously organize sequences of activation states
to build visual representations, learn or perform serially ordered
sequences, and generate object-oriented movements.

The perceptual sub-network, connected to the camera, creates
a working memory representation of the visual scene through
autonomous shifts of attention. A motor sub-network drives
an oscillator generating velocity commands for the robotic
arm. The cognitive sub-network represents ordinal positions
in a sequence and may autonomously shift from one ordinal
position to the next. The ordinal system may be used in
two different manners, sequence learning and sequence recall,

controlled by the activation of one of two different task
nodes. These task nodes activate behaviors by boosting fields’
resting levels and enabling fields to generate task relevant
attractor states.

The following sections describe for each sub-network the
states that drive behavior and the mechanism for how the system
switches between those states. The last section addresses the
integration of all three sub-networks for the two tasks Learn
and Recall.

3.1. Perception: Scene Representation
The scene representation sub-network is based on Grieben et al.
(2018) and creates three-dimensional (2D space and 1D color)
working memory representations of objects in the visual scene
captured by the camera. Each entry into the representation
is created sequentially as the sub-network autonomously shifts
attention across different objects in the scene.

FIGURE 2 | Sketch of the dynamic field network with its three sub-networks.
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Neural dynamic architectures

when we label each field/set of fields with a 
“function”, we presuppose that activation in 
that subpopulation has a fixed functional 
significance…  

[which may misleadingly give the impression 
that DFT architectures are information 
processing architectures]

why is it possible to do that even though the 
DFT architecture really is just one big 
dynamical system? 



Two invariances

Two questions are contained here

1) why is the dynamic regime (“selection”, 
“working memory”, “detection”, “match” etc.) 
of a component field invariant as we couple it 
into a larger architecture? 

2) why is the content (the feature space over 
which fields are defined, the content of a 
concept node) of a component field invariant 
as we couple it into a larger architecture?



DFT architectures

1) why are attractors and their instabilities 
preserved as fields are coupled into architectures? 

stability => structural stability = invariance of 
solutions under change of the dynamics

=> dynamic modularity: fields retain their dynamic 
regime as activation elsewhere varies 

dimension
input input

self-excited

activation field

dimension

activation field

self-excited

sub-threshold



DFT architectures

2) why do fields retain their meaning… 

coupling among fields must preserve the fields’ 
dimensions: “non-synesthesia principle”

informational modularity (encapsulation)
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Positioning DFT in the 
theoretical landscape

in which sense is cognition emerging in DFT 
architectures embodied?

DFT vs connectionism/DNN 

DFT vs. cognitive architectures/symbol 
manipulation 

DFT vs. VSA/SPAUN 

Roadmap



What does “embodiment” mean? 

cognition activates motor systems? 

cognition is based on sensor systems? 

not necessarily! 



What does “embodiment” mean? 

continuous state, continuous time

continuous/intermittent link to the sensory 
and motor surfaces is possible

closed loop => stability! 



Embodiment hypothesis

all cognitive processes inherit the dynamic 
properties of sensory-motor cognition: stability, 
instabilities… 

cognition is embedded in 
the specific embodied 
cognitive architectures 
that emerged in 
evolution/development 



DFT vs connectionism/NN

DFT models 
are neural 
network 
models in the 
most general 
sense… 

sharing level of 
description 
(activation, 
sigmoid) 

P1: JZP
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connectionist models of cognition 25
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Simple Neural
Networks

(logical operations)

2-Layer Feedforward 
Networks (trained with
delta rule) – Perceptron

3-Layer Feedforward 
Networks (trained with

backpropagation algorithm)

Cascade Rule
(e.g., Stroop model)

Attractor
Networks 

Recurrent Networks

Jordan
Networks

Elman
Networks (SRN)

(Theoretical)
Logogen/ 

Pandemonium
 

(Hand-wired)
Constraint Satisfaction

Networks (e.g., IA, IAC – Jets &
Sharks, Necker Cube, Stereopsis)

Boltzmann 
Machine

(simulated 
annealing
metaphor)

Cascade correlation 
(Fahlman & Lebiere)

Competitive Networks
unsupervised learning

(e.g., Kohonen, Grossberg)

Figure 2.1. A simplified schematic showing the historical evolution of neural network architectures.
Simple binary networks (McCulloch & Pitts, 1943) are followed by two-layer feedforward networks
(perceptrons; Rosenblatt, 1958). Three subtypes then emerge: three-layer feedforward networks
(Rumelhart & McClelland, 1986), competitive or self-organizing networks (e.g., Grossberg, 1976;
Kohonen, 1984), and interactive networks (Hopfield, 1982; Hinton & Sejnowksi, 1986). Adaptive
interactive networks have precursors in detector theories of perception (Logogen: Morton, 1969;
Pandemonium: Selfridge, 1959) and in handwired interactive models (interactive activation:
McClelland & Rumelhart, 1981; interactive activation and competition: McClelland, 1981;
Stereopsis: Marr & Poggio, 1976; Necker cube: Feldman, 1981, Rumelhart et al., 1986). Feedforward
pattern associators have produced multiple subtypes: for capturing temporally extended activation
states, cascade networks in which states monotonically asymptote (e.g., Cohen, Dunbar, &
McClelland, 1990), and attractor networks in which states cycle into stable configurations (e.g., Plaut
& McClelland, 1993); for processing sequential information, recurrent networks (Jordan, 1986;
Elman, 1991); and for systems that alter their structure as part of learning, constructivist networks
(e.g., cascade correlation: Fahlman & Lebiere, 1990; Shultz, 2003). SRN = simple recurrent network.

content addressable memory in networks
with attractor states, formalized using the
mathematics of statistical physics (Hopfield,
1982). A fuller characterization of the many
historical influences in the development

of connectionism can be found in Rumel-
hart and McClelland (1986, Chapter 1),
Bechtel and Abrahamsen (1991), McLeod,
Plunkett, and Rolls (1998), and O’Reilly
and Munakata (2000). Figure 2.1 depicts a

[Thomas, McClelland, 2008]



DFT makes more specific 
commitments

stability of functionally significant states

populations as the level of description at 
which regularities of behavior/thinking can be 
understood

instabilities as key elements of neural 
processing 



DFT’s commitments differ from 
connectionist commitments

DFT: all autonomous cognition is based on localist 
representations 

=> which are necessarily low-dimensional 

dimension

global inhibition

input

activation field

local excitation

to enable the homogeneous 
form of neural interaction 

to enable stable 
representations of new 
patterns

to enables instabilities => 
sequences



DFT’s commitments differ from 
connectionist commitments

=> this leads to the special role of the memory 
trace.. a possible theory of memory 

dimension

global inhibition

input

activation field

local excitation
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children’s experience, and the coding of experience for
the network finesses some important issues. However,
we argue that the training data capture two essential fea-
tures. First, many types of naturally occurring things
have a hierarchical similarity structure, as Quillian
noticed; and second, from exposure to examples of
objects children learn just what the similarities are and
how they can be exploited.

The Rumelhart model can show how learning can
shape not only overt responses,but also internal repre-
sentations. A special set of internal or hidden units,
labelled ‘representation’units, was included between the
input units for the individual concepts and the large
group of hidden units that combine the concept and
relation information. When the network is initialized,
the patterns of activation on the representation units are
weak and random, owing to the random initial connec-
tion weights, but gradually these patterns become 
differentiated, recapitulating the general-to-specific
progression seen in many developmental studies. The
simulation results in FIG. 4 show that patterns represent-
ing the different concepts are similar at the beginning
of training, but gradually become differentiated in
waves.One wave of differentiation separates plants from
animals. The next waves differentiate birds from fish,
and trees from flowers. Later waves differentiate the
individual objects. The process is continuous,but there
are periods of stability punctuated by relatively rapid
transitions also seen in many other developmental
models54,56,59, reminiscent of the seemingly stage-like
character of many aspects of cognitive development62.

Rumelhart focused on showing how this network
recapitulates Quillian’s hierarchical representation of
concepts, but in a different way than Quillian envi-
sioned it — in the pattern of similarities and differences
among the internal representations of the various con-
cepts, rather than in the form of explicit ‘ISA’ links. This
characteristic of the model is clearly brought out in the
hierarchical clustering analysis of the representations of
the concepts (FIG. 4b). Rumelhart also showed how the
network could generalize what it knows about familiar
concepts to new ones. He introduced the network to a
new concept, ‘sparrow’,by adding a new input unit with
0-valued connections to the representation units. He
then presented the network with the input–output pair
‘sparrow–ISA–bird/animal/living thing’.Only the con-
nection weights from ‘sparrow’ to the representation
units were allowed to change. As a result, ‘sparrow’pro-
duced a pattern of activation similar to that already used
for the robin and the canary. Rumelhart then tested the
responses of the network to other questions about the
sparrow, by probing with the inputs ‘sparrow–CAN’,
‘sparrow–HAS’ and ‘sparrow–IS’. In each case the net-
work activated output units corresponding to shared
characteristics of the other birds in the training set
(CAN grow, CAN move, CAN fly; HAS skin, HAS
wings,HAS feathers), and produced very low activation
of output units corresponding to attributes not charac-
teristic of any animals. Attributes varying between the
birds and attributes possessed by other animals received
intermediate degrees of activation. This behaviour is a

compared to the correct output (activation of ‘grow’,
‘move’,‘fly’ and ‘sing’ should be 1, and activation of other
output units should be 0). The connection weights are
then adjusted to reduce the difference between the tar-
get and the obtained activations. The set of training
experiences includes one for each concept–relation pair,
with the target specifying all valid completions consis-
tent with FIG. 1.

The network is trained through many epochs or suc-
cessive sweeps through the set of training examples.
Only small adjustments to the connection weights are
made after each example is processed, so that learning is
very gradual — akin to the process we believe occurs in
development, as children experience items and their
properties through day-to-day experience.Of course,
the tiny training set used is not fully representative of
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Figure 3 | Our depiction of the connectionist network used by Rumelhart60,61. The network
is used to learn propositions about the concepts shown in FIG. 1. The entire set of units used in
the network is shown. Inputs are presented on the left, and activation propagates from left to
right. Where connections are indicated, every unit in the pool on the left (sending) side projects to
every unit on the right (receiving) side. An input consists of a concept–relation pair; the input
‘canary CAN’ is represented by darkening the active input units. The network is trained to turn on
all those output units that represent correct completions of the input pattern. In this case, the
correct units to activate are ‘grow’, ‘move’, ‘fly’ and ‘sing’. Subsequent analysis focuses on the
concept representation units, the group of eight units to the right of the concept input units.
Adapted, with permission, from REF. 61 © (1993) MIT Press.

DFT’s commitments differ from 
connectionist commitments

eliminates role of 
distributed representations 
in association !

e.g., in DFT Rumelhart/
McClelland’s account for 
concepts as feature 
associations is acually a 
form of binding among 
localist representations  

[McClelland, Rogers, 2003]



DFT’s commitments differ from 
connectionist commitments

high-dimensional neural representations that 
resemble distributed representations play a special 
role in discrimination/classification… that is 
effective  only when these processes are driven by 
sensory inputs

[Raul Grieben]



DFT vs symbol manipulation

the “information processing” perspective of 
cognition is based on “function calls” that hand 
on “arguments”… <=> symbol manipulation

1) this is at the core of classical cognitive 
architectures

to the left of = f(target, reference)



DFT vs symbol manipulation

example: ACT-R for mental 
arithmetic

contents: symbol

control: activation/weights

2) sequence 
generation is 
driven by an 
external 
computational 
cycle

Human Associative Memory 109

interpretation of this equation. It represents the memory for 8 + 4 = 12 
by a central node connected to its elements. That node has some relatively 
stable base-level activation Bi. It also receives activation from the context 
elements j according the strengths of association Sji between these ele-
ments and the memory.14

The Anderson and Schooler (1991) analysis described above explains 
what the memory system accomplishes by performing this neural compu-
tation: it makes most available those memories most likely to be needed. 
The log odds of needing a memory can be considered a sum of a quantity 
that reflected the past history of that memory and context (e.g., figure 3.2, 
c and d). In Bayesian terms, this can be rendered by the following formula:

Log[posterior(i|C)] = log[prior(i)] + 
j C∈
∑ log[likelihood(j|i)],

where posterior(i|C) is the posterior odds that memory i will be needed 
in context C, prior(i) is the prior odds that memory i will be needed 
based on factors such as recency and frequency (in figure 3.2, it reflects 

Figure 3.5. A representation of a chunk with its subsymbolic quantities.

14. Those who work with the ACT-R theory will note that this formulation does not 
include a random noise component or a partial matching component. With respect to the 
random noise component, I have deleted it merely for simplicity of exposition, and its 
influence will be partly reflected in the retrieval probability equation in table 3.2. With 
respect to partial matching, I have come to the conclusion that the current ACT-R simu-
lation errs in treating associative spread and partial matching as independent sources of 
information. When an element just appears in a buffer, it serves as a general bottom-up 
associative prime to memory. When it appears as part of a memory probe, it is a top-down 
constraint on recall, as in the fan experiments to be described. This top-down role should 
supersede the evidence associated with its appearance in a buffer, not be treated as ad-
ditional information. Thus, for purposes of the activation equation, the definition of Sji

depends on whether the j is a bottom-up cue or a top-down constraint. In actual running 
models, this is essentially how it is treated, in that the models typically use either the 
bottom-up information or top-down information and do not try to add them together.

36 How Can the Human Mind Occur in the Physical Universe?

specific equation. The rule responds to a pattern that appears in a set of 
modules—in this case, to the encoding of the equation in the visual module
and the setting of the control state to solve that equation in the goal 
module. An action is selected that requests the retrieval from declarative 
memory of the difference between 8 and 3 and sets the control state to 
note a subtraction is occurring. As I discuss throughout the book, it is 
generally thought that the basal ganglia play a critical role in achieving 
this pattern recognition, action selection, and action execution.

Figure 1.10b illustrates the general rule that is behind the instance 
in figure 1.10a. The rule is not specific to the numbers 3 and 8. What-
ever number appears in the arg1 slot of the visual buffer is copied to the 
arg2 slot on the declarative retrieval request. Similarly, whatever number 
appears in the value slot of the visual buffer is copied to the arg1 slot 
of the retrieval request. Thus, this production is a pattern that specifies 
how information is to be moved from one location to a distal location. 
This is symbolic exactly in the distal access sense Newell used in the 
quote above.

Figure 1.10. Illustration of a production rule in ACT-R: (a) the buffer contents 
might operate upon in a specific case; (b) the general pattern encoded in the 
rule that would apply to this case.

[Anderson, 2007]



DFT: a neural theory for higher cognition 

1) attentional selection, 
coordinate transformation, 
sequential processing … 
emulate “function calls”

much more constrained and costly in processing 
structure … explains signature of human cognition

all concepts are grounded by their very nature… 

open to learning… and memory
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DFT: a neural theory for higher cognition 

2) the sequences of processing steps emerge from 
dynamic instabilities. 

robust under embodiment! 

intention
dimension x dimension y

neural state

motor-world-sensor state

condition
of satisfaction

prediction



DFT vs VSA

Vector-symbolic architectures (VSA) are a an 
alternative theoretical proposal for a neural 
account for higher cognition 

in the original version (Smolensky): role-filler 
binding… compatible with DFT

in the Gayler/Kanerva/Plate version: high-
dimensional vectors as symbols that afford binding, 
and function calling … not neurally feasible: 
autonomy



DFT vs VSA

requires that the symbol grounding problem is 
solved at encoding/decoding



DFT vs VSA

Eliasmith’s Neural Engineering Framework (NEF) 
as a possible neural implementation of VSA

vectors represented by (small) populations of spiking neural 
networks

NEF is “model neutral”… essentially a method 
to “numerically” implement any neural model



DFT vs VSA

But: to preserve the original vectors, 
connectivity in VSA/NEF (SPAUN) 
architectures is very special: decode 
and re-encode.. 

=> SPAUN brains are not robust 
against learning/development due to 
non-local inter-dependence of 
connectivities

(and other issues) 
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Figure 2.24: Comparison of a generic machine-learned hierarchical network and the equivalent
NEF hierarchical network. (A) Schematic of a generic 3-layer hierarchical network. Each layer
consists of nodes that compute a sigmoid function non-linearity. The output of each layer is
projected onto a weight matrix (W), the result of which is used as the input to the next network
layer. (B) Schematic of the hierarchical network in (A) converted into a spiking neural network
using the NEF. Each node in the former network is replaced with a neural ensemble with enough
neurons to approximate the original sigmoid non-linearity. The sigmoid function itself is computed
though the network projections between layers (dotted lines). The weight matrices in both
networks are identical.

far. Section 4.1.1 explores a more elegant method of directly constructing spiking hierarchical
neural networks.

2.5.6.3 Information Flow Control – Action Selection

As discussed in a Section 2.4, the action selection component of the SPA subsystem monitors
the current state of the system, and produces the appropriate control signals (actions) necessary
to control the flow of information in the model. Since the model in question is an SPA model,

68

[Choo Feng Xuan, 2018]



Outlook/challenges

sequences of relational concepts that interrelate, 
exchange arguments, have hierarchical structure

“the box to the right of the bottle that stands under the lamp”

sequences of actions that are directed at goals, 
and have hierarchical structure

“open the box to get the screwdriver with which you remove 
the screw to take of the cover of the toaster…”

goals and their dynamics, motivation… 

emotions… 


