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Survey

Foundations 1: Neural dynamics [GS]

Introduction to Cedar/Instabilities in DFT [Stephan 
Sehring]

Foundations 2: Dimensions/Binding [GS]

Cedar architecture: visual search [Raul Grieben]

Foundations 3: Toward grounded cognition 
[GS]

Cedar architecture: relational grounding [Daniel Sabinasz]

Foundations 4: Sequence generation [GS]

Cedar architecture sequence generation [Minseok Kang]
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Coordinate transforms

are central to sensory-motor 
cognition but also critical to higher 
cognition!

Eye Movements and Reference Frames

visual image visual image

visual scene visual scene

eye with 
ocular muscles

limited visual acuity in periphery of the retina, eye movements to
perceive larger scenes, read, etc.

gaze direction depends on eye and head orientation, considered as
single variable in the following
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[Schneegans Ch 7 of DFT Primer, 2016]

Movement preparation
movement is prepared before it is initiated: 

movement parameters like movement direction, amplitude, time, or 
force level can be predicted from the first 10 to 20 ms of 
movement  

movement parameters are about the hand’s 
movement in space 

[Erlhagen, Schöner, Psych Rev 2002]

movement
direction

movement
extent

3.3 Spatial transformations

camera input

reference fieldtarget field

relational
candidates field

F .: Example of a spatial transfor-
mation that yields the relative position of the
(red) target object with respect to all (green)
reference objects.

vation uRC evolves based on the differential equation
τRCu̇RC(x, y, t) =− uRC(x, y, t) + h+ wξ · ξRC(x, y, t)

+ [kRC,RC ∗ g(uRC)](x, y, t)

+

∫∫
dx′dy′ ASD(x′, y′, t)

BSD(x− x′, y − y′, t).

(3.21)

e last term formalizes how the steerable neural mapping is imple-
mented here as a convolution. As first input

ASD(x, y, t) = [kT ∗ g(uT)](x, y, t), (3.22)
it takes the output of the target field (uT), convolved with a kernel
(kT). As second input

BSD(x, y, t) = [kR ∗ g(uR)](x, y, t), (3.23)
it takes the output of the reference field (uR), convolved with a ker-
nel (kR).

Figure 3.7 shows an example of this transformation, where the
activation of the target field holds a single peak that represents a pos-
sible target object and the reference field holds two peaks that are
candidates for the reference object. e activation in the relational
candidates field holds two peaks, each representing the relative posi-
tion of the (possible) target object to one of the (possible) reference
objects.

3.3.4 Rotation
Representing the relative position of the target object is sufficient to
resolve spatial relations in static scenes. For instance, to determine

57

“where are the green objects 
relative to the red one” 

[Richer Doctoral dissertation, 2017]



need a bound neural 
representation of 

retinal space

gaze angle 

project to body space

[Schneegans Ch 7 of DFT Primer, 2016]

Reference Frame Transformation

solution:

expand into combined, higher-dimensional field

then can implement arbitrary (smooth) mappings from this field to
target representation
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steer: gaze angle retinal space

body space

Coordinate transforms involve binding

neural evidence: gain field 
(Andersen/Pouget)



DNF Mechanism for Reference Frame Transformation
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[Schneegans Ch 7 of DFT Primer, 2016]

Coordinate transform



DNF Mechanism for Reference Frame Transformation
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Coordinate transform



DNF Mechanism for Reference Frame Transformation
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Coordinate transform



DNF Mechanism for Reference Frame Transformation
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DNF Mechanism for Reference Frame Transformation
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Coordinate transform



Retina => body space

bi-directional 
coupling

=> predict 
retinal 
coordinates

Multi-Directional Transformations
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[Schneegans, Schöner Biological Cybernetics 2012]

Spatial 
remapping 

during 
saccades
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Concepts, relational thinking

grounding: bringing the 
target object of a 
relational phrase into 
the attentional 
foreground

“red to the left of green”

target reference

[Lipinski, Sandamirskaya, Schöner 2009
… Richter, Lins, Schöner, Topics 2017]



into the reference and target field and enable these fields to track moving objects even if
spatial attention is currently focused elsewhere.

3.2. Attention

The core of the attentional system consists of two three-dimensional attention fields.
They are defined over the same dimensions as the two perception fields, but their activa-
tion remains below threshold unless additional input arrives from a feature attention field
or a spatial attention field.

Fig. 2. Architecture with activation snapshots while it is generating a phrase about a video. Fields are shown
as color-coded activation patterns; for three-dimensional fields, two-dimensional slices are shown. Node acti-
vation is denoted in opacity-coded circles. Spatial templates are illustrated as color-coded weight patterns
(bottom left). Excitatory synaptic connections are denoted by lines with arrowheads, inhibitory connections
by lines ending in circles. Transformations to and from polar coordinates are marked with a “T.” Steerable
neural mappings are denoted as diamonds.

40 M. Richter, J. Lins, G. Sch€oner / Topics in Cognitive Science 9 (2017)

[Richter, 
Lins, 

Schöner, 
ToPiC 
(2017)]
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into the reference and target field and enable these fields to track moving objects even if
spatial attention is currently focused elsewhere.

3.2. Attention

The core of the attentional system consists of two three-dimensional attention fields.
They are defined over the same dimensions as the two perception fields, but their activa-
tion remains below threshold unless additional input arrives from a feature attention field
or a spatial attention field.

Fig. 2. Architecture with activation snapshots while it is generating a phrase about a video. Fields are shown
as color-coded activation patterns; for three-dimensional fields, two-dimensional slices are shown. Node acti-
vation is denoted in opacity-coded circles. Spatial templates are illustrated as color-coded weight patterns
(bottom left). Excitatory synaptic connections are denoted by lines with arrowheads, inhibitory connections
by lines ending in circles. Transformations to and from polar coordinates are marked with a “T.” Steerable
neural mappings are denoted as diamonds.

40 M. Richter, J. Lins, G. Sch€oner / Topics in Cognitive Science 9 (2017)cued visual search
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Concepts, relational thinking

=>  hands on exercise 
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Mental mapping and inference

propositions

“There is a cyan object above a green object.”

“There is a red object to the left of the green object.”

“There is a blue object to the right of the red object.”

“There is an orange object to the left of the blue object.” 

inference

“Where is the blue object relative to the red object?”

[Ragni, Knauff, Psych Rev 2013]



[Kounatidou, Richter, Schöner, CogSci 2018]

Figure 1: Activation snapshot of the architecture as it forms a mental model consisting of five objects. For two-dimensional
fields, activation is shown color-coded, where blue colors denote subtreshold and yellow colors denote suprathreshold activa-
tion. For three-dimensional fields, two-dimensional slices of activation are shown. Neural nodes are denoted by circles that are
filled if the node is active and empty if inactive. Excitatory synaptic connections are shown by black lines with arrowheads,
inhibitory connections by lines ending in black circles; patterned connections are marked with a star. Steerable neural mappings
are denoted by blue diamonds. See text for details.

orange object to the left of the blue object” (shown in Fig-
ure 1) consists of three elements, all of which need to be
represented by the architecture: the object the premise is pri-
marily referring to (the target object, here orange), the spatial
relation (here, to the left of), and the object which the relation
uses as a reference position (the reference object, here blue).
The spatial transformation system represents these three ele-
ments in dedicated dynamic neural fields, the target field, the
relational field, and the reference field, respectively. The tar-
get field and reference field are defined over two-dimensional
space and receive input from the attention field. Whenever
there is a peak in the attention field, one of the fields may
be brought into the dynamic regime to form peaks. The two-
dimensional relational field represents the relative position of
a target object with respect to the reference object. The field
is defined such that the reference object would be in the cen-
ter of the field. The relational field also receives input from
the production nodes of all spatial relation concepts (e.g., TO
THE LEFT OF, see Figure 1). Coordinate transformations be-
tween the absolute spatial positions in the target field and the
relative positions in the relational field are based on steer-
able neural mappings (blue diamonds in Figure 1; Schnee-
gans & Schöner, 2012), which are approximated by convolu-

tions here. The architecture has three such coordinate trans-
forms: the first (leftmost blue diamond) enables the position
of an already existing target object to be transformed into the
relational field. This enables the architecture to make infer-
ences on an already established mental model. The second
coordinate transform (middle diamond) enables the model to
transform peaks in the relational field back into the target
field. This path accounts for the creation of new objects in the
scene: a peak is induced in the relational field from the spa-
tial template that represents one of the spatial relations. The
position in space where the peak forms determines where the
new object is going to be placed in space. The third transfor-
mation (right diamond) has a crucial impact on the position
where the peak forms in the relational field. It transforms
the output of the spatial scene representation field and feeds
inhibitorily into the relational field, introducing inhibition in
positions that are already occupied by objects in the mental
model. Due to this inhibition, peaks induced in the relational
field tend to shift further outward, avoiding changes to the al-
ready established mental model. This is consistent with the
preferred mental models that humans tend to build (Ragni &
Knauff, 2013).
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orange object to the left of the blue object” (shown in Fig-
ure 1) consists of three elements, all of which need to be
represented by the architecture: the object the premise is pri-
marily referring to (the target object, here orange), the spatial
relation (here, to the left of), and the object which the relation
uses as a reference position (the reference object, here blue).
The spatial transformation system represents these three ele-
ments in dedicated dynamic neural fields, the target field, the
relational field, and the reference field, respectively. The tar-
get field and reference field are defined over two-dimensional
space and receive input from the attention field. Whenever
there is a peak in the attention field, one of the fields may
be brought into the dynamic regime to form peaks. The two-
dimensional relational field represents the relative position of
a target object with respect to the reference object. The field
is defined such that the reference object would be in the cen-
ter of the field. The relational field also receives input from
the production nodes of all spatial relation concepts (e.g., TO
THE LEFT OF, see Figure 1). Coordinate transformations be-
tween the absolute spatial positions in the target field and the
relative positions in the relational field are based on steer-
able neural mappings (blue diamonds in Figure 1; Schnee-
gans & Schöner, 2012), which are approximated by convolu-

tions here. The architecture has three such coordinate trans-
forms: the first (leftmost blue diamond) enables the position
of an already existing target object to be transformed into the
relational field. This enables the architecture to make infer-
ences on an already established mental model. The second
coordinate transform (middle diamond) enables the model to
transform peaks in the relational field back into the target
field. This path accounts for the creation of new objects in the
scene: a peak is induced in the relational field from the spa-
tial template that represents one of the spatial relations. The
position in space where the peak forms determines where the
new object is going to be placed in space. The third transfor-
mation (right diamond) has a crucial impact on the position
where the peak forms in the relational field. It transforms
the output of the spatial scene representation field and feeds
inhibitorily into the relational field, introducing inhibition in
positions that are already occupied by objects in the mental
model. Due to this inhibition, peaks induced in the relational
field tend to shift further outward, avoiding changes to the al-
ready established mental model. This is consistent with the
preferred mental models that humans tend to build (Ragni &
Knauff, 2013).
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