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the dimension of neural fields

two forms of binding 

scene representations

visual search

Roadmap Foundations 2: Dimensions



Where do the dimensions of neural fields come from? 

how do neural 
fields come to 
“represent” 
feature spaces? 

activation

motion directionhorizontalposition
ve

rt
ic

al
 p

os
iti

on

horizontal position

motion
direction 0

movement
direction

movement
amplitude

activation

movem
ent

direct
ion

movement
amplitude

0



Neural networks

forward connectivity 
determines “what a neuron 
stands for”= space code (or 
labelled line code) 

while the activation level may 
“stand for” intensities =rate 
code

generic neural networks 
combine both codes
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is uniquely represented by a particular rate of neural firing. In general, however, the map is 
invertible, so that a many-to-one mapping may result. This is the case, for instance, when dif-
ferent patterns of input are mapped onto the same “response.” Still, information-theoretical 
terms are sometimes used to characterize such networks by saying that the output neurons 
“encode” particular patterns of input, perhaps with a certain degree of invariance, so that a 
set of changes in the input pattern do not affect the output. A whole field of connectionism or 
neural network theory is devoted to finding ways of how to learn these forward mappings from 
examples. An important part of that theory is the proof that certain classes of learning meth-
ods make such networks universal approximators; that is, they are capable of instantiating any 
reasonably behaved mapping from one space to another (Haykin, 2008). In this characterization 
of a feed-forward neural network, time does not matter. Any time course of the input pattern 
will be reflected in a corresponding time course in the output pattern. The output depends only 
on the current input, not on past inputs or on past levels of the output or the hidden neurons.

A recurrent network such as the one illustrated in Figure 1.3 cannot be characterized by 
such an input–output mapping. In a recurrent network, loops of connectivity can be found so 
that one particular neuron (e.g., u4 in the figure) may provide input to other neurons (e.g., u6), 
but also conversely receive input from those other neurons either directly (u6) or through some 
other intermediate steps (e.g., through u6 and u5 or through the chain from u6 to u5 to u2 to u4).  
The output cannot be computed from the input value because it depends on itself! Recurrence 
of this kind is common in the central nervous system, as shown empirically through methods 
of quantitative neuroanatomy (Braitenberg and Schüz, 1991).

To make sense of recurrent neural networks, the notion of time is needed, at least in some 
rudimentary form. For instance, neural processing in such a network may be thought of as 
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FIGURE 1.2: In this sketch of a feed-forward neural network, activation variables, u1 to u6 , are symbolized by the 
circles. Inputs from the sensory surface, s1 to s3, are represented by arrows. Arrows also represent connections where 
the output of one activation variable is input to another. Connections are ordered such that there are no closed loops 
in the network.
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FIGURE 1.3: Same sketch as in Figure 1.2, but now with additional connections that create loops of connectivity, 
making this a recurrent neural network.
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Neural fields

forward connectivity 
from the sensory surface 
extracts perceptual 
feature dimensions

sensory signal, s(x)

dimension, y

dimension, x

activation
field, u(y)



Neural fields

as described by tuning 
curves or receptive fields

sensory signal, s(x)

tuning curve

dimension, y

dimension, x

activation
field, u(y)
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interactions effects. In Chapter  2, we described 
how such interactions bring about the activation 
dynamics in DFs that form peaks and create deci-
sions. Here we will show that lateral interactions 
in DFs are consistent with empirical data and can 
account for the observed activation patterns in 
the visual cortex. In this context, we will present 
an extension of the basic DF model, the two-layer 
field. The two-layer field ref lects more closely the 
biological connectivity within neural populations 
and is particularly aimed at capturing the tempo-
ral details of population dynamics. With this tool, 
we can also demonstrate how to fit activation pat-
terns for the preparation of reach movements in the 
motor cortex with a DF model.

The analysis method of DPA plays a key role in 
all of this by bringing empirically measured popu-
lation responses into the same format used in DF 
models. This makes it possible to directly compare 
activation patterns in DF models with neural data. 
In particular, this method allows us to make test-
able predictions from DF models about activation 
patterns in biological neural populations. The DPA 
method thereby provides the neural grounding for 
the dynamic field theory (DFT), establishing a 
direct link between the level of neural activity and 
DF models of behavior and cognition.

L I N K I NG  N E U R A L  AC T I VAT ION 
T O   P E RC E P T ION,  C O G N I T ION, 
A N D  BE H AV IOR
This section concerns the link between neuro-
physiology and things that actually matter to liv-
ing, behaving biological agents like you and me. Is 
this apple green or red? Where do I  have to move 
my hand to grab it? Some aspect of neural activation 
must ref lect the state of affairs on this macroscopic 
level—the level of perceptual decisions, cogni-
tive states, and overt behavior. As presented in the 
introduction, we believe that this role is played by 
patterns of activation in neural populations. To sub-
stantiate this claim, we need to take a brief detour to 
the realm of single neurons, and then work our way 
up to population-based representations.

To determine the link between the activity of 
a single neuron and external conditions, neuro-
physiologists record the spiking of the neuron via 
a microelectrode placed near (or within) the cell 
while varying sensory or motor conditions in a 
systematic fashion. This could mean, for instance, 
varying the color or position of a visual stimulus or, 
in the motor case, varying the direction of a limb 

movement that an animal has to perform. Not all 
neurons are sensitive to all parameters, so the first 
step is to determine which parameters cause the 
neuron to change its activity level. When we find a 
parameter that reliably affects the spike rate of the 
recorded neuron, we can proceed to assessing the 
exact nature of the relationship. In order to do this, 
the parameter value is varied along the underlying 
dimension and the spike rate for each sample value 
is recorded. The results of this procedure can be 
visualized by plotting spike rate against the param-
eter dimension. An idealized function may be fitted 
to the data points, interpolating spike rate between 
sample values. The resulting curve is called the tun-
ing curve of the neuron.

This technique has revealed that, throughout 
the brain, many neurons share a roughly similar 
type of mapping between parameter dimension and 
spike rate, which is characterized by Gaussian-like 
tuning curves (Figure 3.1). That is, they fire most 
vigorously for a specific “preferred” parameter 
value, while spike rate declines with rising distance 
from that value, reaching the neuron’s activity base-
line for very distant values.

A classic example for these characteristics 
can be found in the visual cortex, where many 
cells respond strongly to bars of light of a par-
ticular orientation and reduce their firing as the 
angle of orientation deviates from that preferred 
value (Hubel & Wiesel, 1959, 1968). Visual cells 
show tuning along other feature dimensions as 
well, such as color (Conway & Tsao, 2009), shape 
(Pasupathy & Connor, 2001)  or the direction of 
motion (Britten & Newsome, 1998). Neurons in 
nonvisual areas exhibit similar properties, such 
as cells in auditory cortex that are tuned to pitch 
(Bendor & Wang, 2005), or cells in somatosensory 
cortex that are tuned to the orientation of tactile 
objects (Fitzgerald, 2006).The most common 
scheme, however, is tuning to locations in physical 
space. In sensory areas, most cells are tuned to the 
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FIGURE  3.1: Schematic illustration of an idealized 
tuning curve.
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Neural fields

=> neural map from 
sensory surface to 
feature dimension 

neglect the sampling by 
individual neurons => 
activation field

sensory signal, s(x)

dimension, y

dimension, x

activation
field, u(y)



Neural fields

analogous for projection 
onto to motor surfaces… 

which actually involves 
behavioral dynamics (e.g., 
through neural oscillators 
and peripheral reflex 
loops)

motor 
dimension, r

activation
field, u(r)

motor
state, r

dr/dt



Neural estimation of fields

Bastian, Riehle, Schöner, 2003

movement
direction



Distribution of Population 
Activation (DPA) <=> neural field
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Figure 2
Population activity in the dorsal premotor cortex during a reach-selection task. The 3D colored surface
depicts neural activity with respect to baseline, with cells sorted by their preferred direction along the
bottom edge. Diagrams on the left show the stimuli presented to the monkey at different points during the
trial (cross indicates the cursor). Note that during the period of ambiguity, even after stimuli vanished, the
population encodes two potential directions. Data from Cisek & Kalaska (2005).

converted to a motor plan after the decision
is made. In contrast, we propose that multiple
movement options are specified within the same
system that is used to prepare and guide the ex-
ecution of the movement that is ultimately se-
lected. The simultaneous specification of mul-
tiple actions can even occur when only a single
object is viewed. For example, the multiple af-
fordances offered by a single object can evoke
neural activity in the grasp-related area AIP that
can represent several potential grasps until one
is instructed (Baumann et al. 2009), in agree-
ment with the predictions of theoretical models
(Fagg & Arbib 1998).

Evidence that the nervous system can si-
multaneously represent multiple potential ac-
tions suggests a straightforward interpretation
of the finding, described above, that early re-
sponses in many premotor and parietal re-
gions first appear to encode information about
relevant stimuli and later change to encode
motor variables. Perhaps the early activity,

time-locked to stimulus appearance, does not
encode the stimuli themselves but rather the set
of potential actions that are most strongly asso-
ciated with those stimuli (Wise et al. 1996), such
as actions with high stimulus-response com-
patibility (Crammond & Kalaska 1994). This
would imply that the functional role of this ac-
tivity does not change in time from sensory to
motor encoding but simply reflects the arrival
of selection influences from slower but more
sophisticated mechanisms for deciding which
action is most appropriate.

Recent computational models have pro-
posed that whenever multiple potential targets
are available, representations of potential ac-
tions emerge within several frontoparietal neu-
ral populations, each composed of a continuum
of cells with different preferences for the po-
tential parameters of movement (Cisek 2006,
Erlhagen & Schöner 2002, Tipper et al. 2000).
In each population, cells with similar prefer-
ences mutually excite each other (even if they

www.annualreviews.org • Neural Mechanisms for Interactive Behavior 281
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[Cisek, Kalaska 2005]

Decision making 
in DPA

dorsal
pre-motor 

cortex



Patterns of connectivity gives 
neural fields meaning

how does the connectivity arise? 

morphogenesis… modeled by fixed 
connectivity

learning…  



Hebbian learning

Hebbian learning of projections 

among fields 

forward from sensory input to fields

interaction leads to localized 
rather than distributed 
representations (SOM)

dimension, x

activation, u1(x)

dimension, y

activation, u2(y)

Sandamirskaya DNFs and cognitive neuromorphic architectures

which the agent aims to achieve through contact with the envi-
ronment. For instance, “locate a red object” is a typical perceptual
intention, “turn 30 degrees to the left” is an example of a motor
intention. x is a perceptual or motor variable, which characterizes
the particular intention; S1(x, t) is an external input which acti-
vates the intention. This input may be sensory (condition of initi-
ation) or motivational (task input) (Sandamirskaya et al., 2011).
uCoS(y, t) is the condition-of-satisfaction DNF, which receives a
localized input from the intention DNF through a neuronal map-
ping W(x, y) (as introduced in Section 2.3). This input makes
the CoS DNF sensitive to a particular part of the sensory input,
S2(y, t), which is characteristic for the termination conditions of
the intended perceptual or motor act. The mapping W(x, y) may
be learned (Luciw et al., 2013). When the CoS DNF is activated,
it inhibits the intention DNF by shifting its resting level below the
threshold of the forgetting instability.

The DNF structure of an elementary behavior (EB) further
stabilizes the behavioral state of the neural system. Thus, the
intentional state of the system is kept active as long as needed to
achieve the behavioral goal. The CoS autonomously detects that
the intended action is successfully accomplished and inhibits the
intention of the EB. Extinction of the previously stabilized inten-
tion gives way to the next EB to be activated. With this dynamics,
the exact duration of an upcoming action does not need to be
represented in advance (and action durations may vary to a large
degree in real-world environments). The intentional state will
be kept active until the CoS signals that the motor action has
reached its goal. This neural-dynamic mechanism of intention-
ality enables autonomous activation and deactivation of different
modalities of a larger neuronal architecture.

Since the intention and the CoS are interconnected DNFs,
their WTA implementation may be achieved as described in
Section 2.3.

2.6. LEARNING IN DFT
The following learning mechanisms are available in the DFT
framework.

2.6.1. Memory trace of previous activity
The most basic learning mechanism in DFT is the memory trace
formation, also called preshape. The memory trace changes the
subsequent dynamics of a DNF and thus is considered an ele-
mentary form of learning. In neural terms, the memory trace
amounts to local increase in excitability of neurons, which may
be counterbalanced with homeostatic processes.

Formally, the preshape is an additional layer over the same
dimensions as the associated DNF. The preshape layer receives
input from the DNF, which is integrated into the preshape
dynamics as an attractor that is approached with a time-constant
τl/λbuild, Equation (11). This build-up constant is slower than the
time-constant of the DNF dynamics. When there is no activity in
the DNF, the preshape decays with an even slower time-constant,
τl/λdecay in Equation (11).

τlṖ(x, t) = λbuild

(
− P(x, t) + f

(
u(x, t)

))
f
(
u(x, t)

)

−λdecayP(x, t)
(

1 − f
(
u(x, t)

))
. (11)

Here, P(x, t) is the strength of the memory trace at site x of the
DNF with activity u(x, t) and output f

(
u(x, t)

)
, λbuild and λdecay

are the rates of build-up and decay of the memory trace. The
build-up of the memory trace is active on sites with a high pos-
itive output f

(
u(x, t)

)
, the decay is active on the sites with a low

output. The memory trace P(x, t) is an additive input to the DNF
dynamics.

The memory trace formation can be used to account for one-
shot learning of object categories (Faubel and Schöner, 2009),
representation of visual scenes (Zibner et al., 2011), or action
sequences (Sandamirskaya and Schoner, 2010b).

In a neuromorphic WTA implementation, the memory trace,
or preshape, may be interpreted as the strength of synaptic
connections from the DNF (or WTA), u(x, t), to a “memory”
population. This “memory” population activates the preshape
by transmitting its activation through the learned synaptic con-
nections, P(x, t). Learning of the synaptic connections amounts
to attractor dynamics [as in the first parenthesis of Equation
(11)], in which the pattern of synaptic connections approaches
the pattern of the DNF’s (WTA’s) output. This learning dynamics
may also be implemented as a simple Hebbian rule: the synap-
tic weights which connect active sites of the DNF (WTA) with
the memory population are strengthened. Another possible inter-
pretation of the preshape as a change in the resting levels of
individual nodes in the DNF (WTA) is harder to implement in
neuromorphic WTA networks.

2.6.2. Learning mappings and associations
When the memory trace dynamics is defined within a structure
with a higher dimensionality than the involved DNFs, the pre-
shape dynamics leads to learning of mappings and associations.
The dynamics of an associating map is similar to the memory
trace dynamics, Equation (12).

τẆ(x, y, t) = ε(t)
(

− W(x, y, t) + f (u1(x, t)) × f (u2(y, t))
)
. (12)

The weights function, W(x, y, t), which couples the DNFs u1(x, t)
and u2(y, t) in Equation (12), as well as in Equations (4, 5),
has an attractor at the intersection between positive outputs of
the DNFs u1 and u2. The intersection is computed as a sum
between the output of u1, expanded along the dimensions of the
u2, and the output of the u2, expanded in the dimensions of the
u1, augmented with a sigmoidal threshold function (this neural-
dynamic operation is denoted by the × symbol). The shunting
term ε(t) limits learning to time intervals when a reward-
ing situation is perceived, as exemplified in the architecture in
Section 3.

This learning mechanism is equivalent to a (reward-gated)
Hebbian learning rule: the cites of the DNFs u1 and u2 become
coupled more strongly if they happen to be active simulta-
neously when learning is facilitated by the (rewarding) sig-
nal ε(t). Through the DNF dynamics, which builds localized
activity peaks in the functionally relevant states, the learning
dynamics has the properties of the adaptive resonance net-
works (ART, Carpenter et al., 1991), which emphasize the
need for localization of the learning processes in time and in
space.

www.frontiersin.org January 2014 | Volume 7 | Article 276 | 7

[Sandamirskaya, Frontiers Neurosci 2014]



Hebbian learning

analogous to the output 
layer of DNN

=> ensembles of such 
nodes coupled inhibitorily 
form the basis for 
conceptual thinking…

activation node, u1

dimension, y

activation
field, u (y)2

learning reciprocal connections between zero-
dimensional nodes and fields 

=> grounded concepts



The memory trace

facilitatory trace of 
patterns of activation

in excitatory field: leads to 
sensitization 

in inhibitory field: leads to 
habituation

dimension, x

activation, u(x)

dimension, x

memory 
trace, umem(x)



The memory trace

dimension, x

activation, u(x)

dimension, x

memory 
trace, umem(x)

τ ·u(x, t) = − u(x, t) + h + s(x, t) + ∫ dx′ w(x − x′ ) σ(u(x′ , t)) + umem

τmem
·umem(x, t) = − umem(x, t) + σ(u(x, t))

τmem
·umem(x, t) = 0 if∫ dx′ σ(u(x′ , t)) ≈ 0



=> the memory trace reflects the 
history of detection decisions
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Memory trace ~ 
first-order Hebbian learning

increases local resting level 
at activated locations

~ the bias input in NN 

boost-driven detection 
instability amplifies small 
bias => important role in 
DFT

dimension, x

activation, u(x)



The memory trace is functionally different 
from conventional Hebbian learning  

the memory trace enables the re-activation of a 
past pattern of activation even when the input 
that caused the past pattern of activation is 
absent

this is the basis for cued recall in DFT



the dimension of neural fields

two forms of binding 

scene representations

visual search

Roadmap Foundations 2: Dimensions



Fields may jointly represent different 
dimensions: examples
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Neurons may be tuned to multiple 
different feature dimensions

example: receptive field + direction tuning 

=> combines visual space and orientation

=> “anatomical” binding

[Hubel, Wiesel, 1962]



Combining different feature dimensions

example: a joint 
representation of color 
and visual space 
“binds” these two 
dimensions

Space-Color Field
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for now: 2D field, one spatial
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color processing in visual cortex not
fully understood, but population
code over hue values is a reasonable
simplification

qualitatively same e↵ects as in 3D
field, but easier to visualize in 2D

Sebastian Schneegans (INI) Multi-Dimensional Fields December 5, 2013 7 / 37

[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Extract the bound features

project to lower-
dimensional fields 

by summing along the 
marginalized dimensions

(or by taking the soft-
max)

Read-out from high-dimensional field
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fields of di↵erent dimensionality
can interact with each other

read-out of one feature
dimension: integrate over
discarded dimensions

e.g. spatial readout:

IS(x) =

Z
f (uv (x , y))dy

often additional Gaussian
convolution in read-out for
smoothness (reflects synaptic
spread in biological system)

Sebastian Schneegans (INI) Multi-Dimensional Fields December 5, 2013 10 / 37

[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Assemble bound representations
project lower-dimension field onto higher-
dimensional field as “ridge input” 
Ridge Inputs to Multi-Dimensional Fields
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projection from 1D to 2D: ridge input
does only specify value in one dimension, homogeneous in the other
should typically not induce a peak by itself
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[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Assemble bound representationsRidge Intersections
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binding problem when multiple
items are present

Sebastian Schneegans (INI) Multi-Dimensional Fields December 5, 2013 12 / 37

[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Feature Conjunctions and Feature Binding
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binding problem: 
multiple ridges along 
lower-dimensional 
space lead to a 
correspondence 
problem

=> assemble one 
object at a time… 

=> sequentiality bottle-
neck!

Assemble bound representations

[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Search
Visual Search
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ridge input along one 
dimension extracts 
from bound 
representation 
matching objects

other dimensions of 
those objects can then 
be extracted

e.g. visual search 

[Schneegans et al.,Ch 5 of DFT Primer, 2016]



Scaling feature dimensions
2 spatial dimensions

depth 

orientation

color

texture

movement direction

size 

etc… 

e.g.  dimensions

 neurons per 
dimension

!

more than there 
are in the entire 
brain!

8

100

102*8 = 1016

=>

=> only small sets of 
feature dimensions 
can be bound 
“anatomically” 



Binding through space

many 3 to 4 dimensional feature 
fields

all of which share the one 
dimension: visual space (~all 
neurons have receptive fields)

bind through space à la Feature 
Integration Theory (Treisman) 

Visual search and working memory: theory and experiment 15
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Fig. 6 The feature extraction pathway in illustrated in the blown up portion on the left and bottom. The pathway is

positioned within the complete neural dynamic architecture. See text for an explanation.

From the scene space/feature maps input is generated into a single central salience map, represented

by the scene spatial salience field. That input is obtained by integrating along each feature dimension

within each space-feature field (conspicuity) and summing across the three conspicuity representations.

3.2 Attentional selection

Visual cognition always entails attentional selection decisions. Figure 7 highlights the sub-system of the

neural dynamic architecture that generates such selection decisions.

Central is the scene spatial selection field that represents the localization of spatial attention. It re-

ceives multi-peak input from the salience field and singles out the most salient location by being in the

dynamic regime of selection, in which a single supra-threshold peak may be stable at any moment in

time. The selection decision is biased toward previously unattended positions by additional input from

the inhibition of return memory trace, which reflects the recent history of activation of the scene spatial

selection field. The self-sustained spatial working memory field reinforces that e↵ect, but its representa-

[Grieben et al. Attention, Perception & Psychophysics 2020]
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Fig. 8 The fields involved in the exploration and memorization sub-task are highlighted within the complete neural dynamic architecture

while in visual working memory and beyond item location
is represented independently of gaze. The coordinate
transform that achieves this invariance is prohibitively
costly if performed directly on the bound visual objects
(Schneegans et al., 2016). Instead, the transformation is
only performed for the spatial dimension of the fields, and
the feature information is added back in as modeled here.
For this paper, however, we omit coordinate transforms by
assuming that all representations share the original retinal
frame (i.e., that of the fixed camera), which is equivalent to
assuming the absence of eye or head movements.

The memory space/feature maps provide three-
dimensional input to an analogous set of three memory
space/feature selection fields (G). In these fields, one item
from the input is selected and brought above threshold,
again based on overlap with column input from the scene
spatial selection field. The result is an isolated representa-
tion of the memory item at the attended location. Projections
from both this representation and the scene space/feature
selection fields converge onto a neural feature matching
mechanism (H , see “Match and mismatch detection”),
which detects whether the attended item’s features have
been successfully committed to scene working memory.
When this detection occurs, the task node is deactivated
through an inhibitory connection (red line in Fig. 8). This
concludes one step in the exploration sequence. By default,
that is, unless another task becomes active (see below),
the task node is then reactivated, thus initiating another

cycle of attentional selection and commitment to working
memory.

Task 2: Retaining feature cues

Figure 9 highlights the sub-network that is responsible for
retaining a feature cue for visual search. It is activated by
the “retain” task node, which may itself be activated from
different sources depending on the cognitive task at hand. In
the current context, the task node is activated by the onset
detector (D3 in Fig. 9) when it detects a change in the visual
scene.

Analogously to exploration, the retain process consists
of storing currently attended feature values in self-sustained
fields, the search cue fields (I ), which are one-dimensional
since only the feature values of the cue are relevant (not its
position).

To forward feature values from the scene space/feature
selection fields to the search cue fields, the retain node
homogeneously boosts activation in the retain gate fields
(I1), enabling them to build peaks and thus pass on
activation.

The retain sub-task is terminated once the content of
the search-cue fields matches the features of the currently
attended item. Upon deactivation of the retain node, peaks
in the attention field and the gating fields decay, whereas in
the search cue fields the cue’s feature values are retained for
later use.

[Grieben et al. Attention, Perception & Psychophysics 2020]



FIGURE 5.11: Multi-item trial in the multifeature model with high spatial proximity and different possible outcomes. (a) 
At the start of each trial, a cue item is presented (not shown) and the color memory field is boosted concurrently. This 
causes a peak to build there, which is retained throughout the trial and ref lects the target color. The projection to the color 
attention field activates the respective value there, which in turn biases activation in the space-color field. (b) Next, the 
test display with multiple items is presented. Each of the items is represented by one peak in each visual sensory field. The 
activation ridge from the color attention field enhances the space-color peak of the target item (the green S), causing this 
peak to determine peak position in the spatial attention field. The spatial attention peak projects back into both visual 
sensory fields, enhancing the space-shape peak at that location (and less so the peaks of close-by items). (c) Brief boosts to 
the shape memory field and the spatial read-out field force these fields to form peaks, which correspond to the shape and 
spatial response of the model, respectively. In most cases, the correct shape and location are chosen, as shown here. (d) 
In some cases, the feature-space peak of a distractor item spatially close to the target item (here, the space-shape peak of 
the yellow O) is overly enhanced by the ridge from the spatial attention field. In this case, the erroneously enhanced peak 
may prevail in determining peak position in the shape attention field and, thus, the shape response, resulting in an illusory 
conjunction. Illusory conjunctions are also associated with a shift of peak position in the spatial attention field, which is 
why the location response is as well displaced toward the spatial midpoint between the involved items.
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The neural dynamic process model
The surprising efficiency of triple conjunction search (Found, 
1998) has created a puzzle for modelers who link visual fea-
ture binding to selective attention, igniting an ongoing deba-
te on whether features are bound with or without attention. 
Nordfang and Wolfe (2014) identified feature sharing and 
grouping as important factors in solving the puzzle and the-
reby established new constraints for models of visual search. 
Here we extend our neural dynamic model of scene percep-
tion and visual search (Grieben et al., 2020) to account for 
these constraints without the need for preattentive binding. In 
the model, parallel neural processes evolve in continuous time 
from which selection events emerge sequentially through dy-
namic instabilities. 

Dynamic Field Theory (DFT) (Schöner et al., 2016) is a mathe-
matical framework that uses graded patterns of activation in 
neural populations evolving in continuous time to account for 
perception, action, and embodied cognition. Functional states 
are stable patterns of population activation. Peaks are the units 
of representation in DFT. Dynamic instabilities are the basis for 
the emergence of sequences of processing steps in which ac-
tivation patterns transition between stable states. Fields may 
operate in different dynamic regimes. In the self-stabilized re-
gime, peaks are stabilized against decay and changes in in-
put. In the selective regime, only a single peak is stable at a 
time. In the regime of sustained activation, peaks may persist 
when the localized input is removed. Networks of fields are 
defined by directional coupling among fields or nodes (0D).

Feed-forward feature maps
The bottom-up pathway of the mo-
del is a parallel preattentive pro-
cess purely driven by input.
(A1) Visual input may come from 
a live camera image or from ran-
domly generated search displays. 
(A2) Three features are extracted 
in parallel: color, orientation, and 
shape. 
(B) The neural activation pattern 
across the entire neural population 
for each feature is represented in 
the respective scene space/fea-
ture map. These neural represen-
tations are defined over the two 
dimensions of visual space and 
over one feature dimension.
(C) The activation of the scene 
space/feature map fields is mar-
ginalized along the feature dimen-
sion, using a 3D center-surround 
filter as the projection kernel, re-
sulting in a conspicuity map for 
each feature. Due to the inhibitory 
part of the center-surround kernel 
the relative bottom-up salience of 
an object decreases linearly with 
the number of features shared with 
its flankers. The locally excitatory 
part of the center-surround kernel 
gives objects that are surrounded 
by empty space or by flankers 
that share no features with them 
a competitive advantage. The-
se conspicuity maps are integra-
ted in a spatial salience map. The 
output of this field is the nonlinear 
bottom-up salience map that is re-
sponsible for the grouping effect. 

Feature matching 
(F) This sub-network compares (in 
parallel) expected feature (G) and 
attended feature (E). The mismatch 
detection field generates a peak 
if expected and attended feature 
fields have peaks at different lo-
cations along the feature dimen-
sion. A peak in all three fields (at-
tended feature, expected feature, 
and mismatch detection) signals a 
no match. Absence of a peak in 
the mismatch detection field, with 
peaks in the two other fields, sig-
nals a match. 
Attentional selection
(D) The scene spatial selection 
field receives weighted bottom-
up bias, and weighted top-down 
bias. This field operates in the dy-
namic regime of selection. This 
provides the neural substrate for 
feature binding through selection. 
(H) The three space/feature over-
lap fields receive sub-threshold 
input from the feature maps (B) 
and feature input from the target 
search cue (G). Peaks form where 
activation overlaps.
(H1) The feature guidance field 
receives the marginalized activa-
tion of these fields (H) as spatial in-
put. The resting level of this field is 
down-regulated dynamically via 
inhibitory connections from (G) so 
that it decreases linearly with the 
number of cued features. The out-
put of this field provides the non-
linear top-down bias and is re-
sponsible for the sharing effect.

Visual search
Visual search is initiated as soon as a peak is 
formed in the scene spatial selection field (D). It 
terminates when all three features at the atten-
ded location match the features of the search cue 
(G). Responsible for this termination is the fea-
ture matching sub-network (F), whose condition 
of satisfaction (CoS) node is activated when this 
match occurs. If at least one features mismatch is 
detected, the condition of dissatisfaction (CoD) 
node is activated and inhibits the intention node. 
This in turn destabilizes the scene spatial selec-
tion sub-network (D), which deactivates the CoD 
itself. The intention node is released from inhibi-
tion and a new attentional selection takes place. 
That selection is biased away from previously at-
tended locations through inhibitory input to the 
scene spatial selection field (D) from the inhibiti-
on of return field (D1) that contains self-sustained 
peaks at previously attended locations.
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the number of features shared with 
its flankers. The locally excitatory 
part of the center-surround kernel 
gives objects that are surrounded 
by empty space or by flankers 
that share no features with them 
a competitive advantage. The-
se conspicuity maps are integra-
ted in a spatial salience map. The 
output of this field is the nonlinear 
bottom-up salience map that is re-
sponsible for the grouping effect. 

Feature matching 
(F) This sub-network compares (in 
parallel) expected feature (G) and 
attended feature (E). The mismatch 
detection field generates a peak 
if expected and attended feature 
fields have peaks at different lo-
cations along the feature dimen-
sion. A peak in all three fields (at-
tended feature, expected feature, 
and mismatch detection) signals a 
no match. Absence of a peak in 
the mismatch detection field, with 
peaks in the two other fields, sig-
nals a match. 
Attentional selection
(D) The scene spatial selection 
field receives weighted bottom-
up bias, and weighted top-down 
bias. This field operates in the dy-
namic regime of selection. This 
provides the neural substrate for 
feature binding through selection. 
(H) The three space/feature over-
lap fields receive sub-threshold 
input from the feature maps (B) 
and feature input from the target 
search cue (G). Peaks form where 
activation overlaps.
(H1) The feature guidance field 
receives the marginalized activa-
tion of these fields (H) as spatial in-
put. The resting level of this field is 
down-regulated dynamically via 
inhibitory connections from (G) so 
that it decreases linearly with the 
number of cued features. The out-
put of this field provides the non-
linear top-down bias and is re-
sponsible for the sharing effect.

Visual search
Visual search is initiated as soon as a peak is 
formed in the scene spatial selection field (D). It 
terminates when all three features at the atten-
ded location match the features of the search cue 
(G). Responsible for this termination is the fea-
ture matching sub-network (F), whose condition 
of satisfaction (CoS) node is activated when this 
match occurs. If at least one features mismatch is 
detected, the condition of dissatisfaction (CoD) 
node is activated and inhibits the intention node. 
This in turn destabilizes the scene spatial selec-
tion sub-network (D), which deactivates the CoD 
itself. The intention node is released from inhibi-
tion and a new attentional selection takes place. 
That selection is biased away from previously at-
tended locations through inhibitory input to the 
scene spatial selection field (D) from the inhibiti-
on of return field (D1) that contains self-sustained 
peaks at previously attended locations.
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Experiments
Nordfang and Wolfe (2014) tested seven conditions with dis-
tractor groups sharing zero features (D(0)), one feature (D(1)), 
two features (D(2)) or with distractor groups composed of items 
with zero, one, and two shared feature values (D(012), 26D). 
Three, 12, or 26 different distractor groups were used. 
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