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DFT vs. ML

• Traditional ML:
• Focus on static input-output mappings 

• classification, regression, generation, …

• DFT: 
• Focus on neural dynamics that drive autonomous sequences 
• Addresses problems ML struggles with: 

• stability, continual adaptation, grounding, …
• Useful for:

• Robotics & embodied AI
• Continuous control/online learning tasks
• Adaptive systems that must stay stable under perturbation



Typical Deep Learning XAI DFT Models

Interpretation level Post-hoc (e.g., Grad-CAM, 
SHAP) Intrinsic, at all time steps

Representation Latent, often abstract Explicit, continuous feature 
maps

Dynamics Implicit (via layers) Explicit dynamical system 
equations

Transparency Low (millions of params) High (few interpretable 
params)

Causality Hard to infer Built-in via dynamical 
equations

Focus Explaining predictions Explaining neural processes 
underlying predictions



DFT: Interpretability

• DFT models are inherently interpretable because:
• Internal state = Activation: Explicitly shows what and where the system 

is attending, what is in memory, what selection decision was made, …
• Attractors = Decisions or Memory States: Easy to visualize as peaks
• Instabilities = Events: Detectable as transitions in activation patterns

• The entire computation is a transparent dynamical system, not a 
black box



DFT: Explainability

• Mechanistic Transparency:
• Every prediction or decision is the result of explicit equations governing 

neural field dynamics
• Peaks in neural fields directly represent what the system attends to, 

remembers, or selects
• Process-Level Explanation:

• Explains how outcomes arise, not just what the prediction is
• State trajectories show step-by-step causal transitions

• Explicit Architecture:
• Kernels and connectivity patterns map to neural principles
• Feature dimensions are explicit



DFT: Causality

• Behavior emerges causally from explicit dynamical equations that 
define how every state evolves 

• Every state change is the outcome of inputs and recurrent 
dynamics

• Each decision can be traced exactly to the fields, inputs, 
instabilities that caused it



Dynamic Field TheoryDeep CNN

Feed-forward path Higher cognition

interface



Interface



Learning 





Exploration



Categorical visual search



Combined categorical and feature search



Memory guidance



Scene grammar



Scene grammar – Memory guidance
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